YAGIELA - DOWD + JOHNSON = MARIOTTI » NEIDLE

PHARMACOLOGY
wTHERAPEUTICS
DENTISTRY

This ebook is uploaded by dentalebooks.com

. e, Mo

SIXTH EDITION

MOSBY

ELSEVIER



PHARMACOLOGY
wTHERAPEUTICS
DENTISTRY

This ebook is uploaded by dentalebooks.com



This page intentionally left blank

This ebook is uploaded by dentalebooks.com



PHARMACOLOGY
wTHERAPEUTICS o
DENTISTRY

This ebook is uploaded by dentalebooks.com

SIXTH EDITION

JOHN A. YAGIELA, DDS, PhD

Professor and Chair, Division of Diagnostic and Surgical Sciences
School of Dentistry
Professor of Anesthesiology, School of Medicine
University of California, Los Angeles
Los Angeles, California

FRANK J. DOWD, DDS, PhD

Professor, Department of Pharmacology
Professor, Department of Oral Biology
School of Dentistry
Creighton University School of Medicine
Omaha, Nebraska

BARTON S. JOHNSON, DDS, MS
Director, General Practice Residency Program
Swedish Medical Center
Private Practice
Seattle Special Care Dentistry
Seattle, Washington

ANGELO J. MARIOTTI, DDS, PhD

Professor and Chair, Department of Periodontology
College of Dentistry
Ohio State University
Columbus, Ohio

ENID A. NEIDLE, PhD
Professor Emeritus, Pharmacology, New York University
New York, New York
Former Assistant Executive Director, Scientific Affairs
American Dental Association
Chicago, lllinois

ELSEVIER



MOSBY 3251 Riverport Lane

ELSEVIER St. Louis, Missouri 63043
PHARMACOLOGY AND THERAPEUTICS FOR DENTISTRY, ED. 6 ISBN: 978-0-323-05593-2

© 2011, 2004, 1998, 1989, 1985, 1980 by Mosby, Inc., an affiliate of Elsevier Inc. All rights
reserved.

No part of this publication may be reproduced or transmitted in any form or by any means,
electronic or mechanical, including photocopying, recording, or any information storage and retrieval
system, without permission in writing from the publisher. Details on how to seek permission, further
information about the Publisher’s permissions policies and our arrangements with organizations such
as the Copyright Clearance Center and the Copyright Licensing Agency, can be found at our website:
www.elsevier.com/permissions.

This book and the individual contributions contained in it are protected under copyright by the
Publisher (other than as may be noted herein).

Notices

Knowledge and best practice in this field are constantly changing. As new research and experience
broaden our understanding, changes in research methods, professional practices, or medical
treatment may become necessary.

Practitioners and researchers must always rely on their own experience and knowledge in
evaluating and using any information, methods, compounds, or experiments described herein.

In using such information or methods they should be mindful of their own safety and the safety
of others, including parties for whom they have a professional responsibility.

With respect to any drug or pharmaceutical products identified, readers are advised to check
the most current information provided (i) on procedures featured or (ii) by the manufacturer of
each product to be administered, to verify the recommended dose or formula, the method and
duration of administration, and contraindications. It is the responsibility of practitioners, relying
on their own experience and knowledge of their patients, to make diagnoses, to determine dosages
and the best treatment for each individual patient, and to take all appropriate safety precautions.

To the fullest extent of the law, neither the Publisher nor the authors, contributors, or
editors, assume any liability for any injury and/or damage to persons or property as a matter of
products liability, negligence or otherwise, or from any use or operation of any methods, products,
instructions, or ideas contained in the material herein.

Library of Congress Cataloging-in-Publication Data
Pharmacology and therapeutics for dentistry / [edited by] John A. Yagiela ... [et al.]. —6th ed.
p.; cm.
Includes bibliographical references and index.
ISBN 978-0-323-05593-2 (hardcover : alk. paper) 1. Pharmacology. 2. Therapeutics.
3. Dentistry. L. Yagiela, John A.
[DNLM: 1. Dentistry. 2. Pharmacological Phenomena. QV 50 P5355 2011]
RM300.N44 2011
615’.19—dc22
2009038445

This ebook is uploaded by dentalebooks.com

Acquisitions Editor: John Dolan
Developmental Editor: Joslyn Dumas
Publishing Services Manager: Patricia Tannian
Project Manager: Claire Kramer

Designer: Teresa McBryan

Working together to grow
libraries in developing countries

Printed in the United States www.elsevier.com | www.bookaid.org | www.sabre.org

ELSEVIER BOORAID  qihre Foundation

Last digit is the print number: 9 8 7 6 54 3 2 1



Contributors

This ebook is uploaded by dentalebooks.com

Peter W. Abel, PhD

Professor, Department of Pharmacology
School of Medicine

Creighton University

Omaha, Nebraska

Jeffrey D. Bennett, DMD

Professor and Chair

Department of Oral Surgery and Hospital
Dentistry

School of Dentistry

Indiana University

Indianapolis, Indianapolis

Mark Blumenthal, BA

Founder and Executive Director, American
Botanical Council

Austin, Texas

Charles S. Bockman, PhD

Assistant Professor, Department of
Pharmacology

School of Medicine

Creighton University

Omaha, Nebraska

Michael T. Brennan, DDS, MHS

Associate Chairman, Department of
Oral Medicine

Carolina Medical Center

Charlotte, North Carolina

Richard P. Cohan, DDS, MS, MBA
Associate Professor

Diagnostic and Emergency Services
School of Dentistry

University of the Pacific

San Francisco, California

George A. Cook, PhD

Professor, Department of Pharmacology
University of Tennessee, Memphis
Memphis, Tennessee

Stephen A. Cooper

Senior Vice President, Global, Clinical,
and Medical Affairs

Wyeth Consumer Healthcare

Madison, New Jersey

Linsey R. Curtis, PharmD, BCOP
Clinical Pharmacist

University of Washington

Seattle Cancer Care Alliance
Seattle, Washington

Paul J. Desjardins, DMD, PhD
Visiting Professor, Department of Oral Biology
New Jersey Dental School
University of Medicine and Dentistry of
New Jersey
Newark, New Jersey
Senior Vice President
Global, Clinical, and Medical Affairs
Wyeth Consumer Healthcare
Madison, New Jersey

Xi-Qin Ding, PhD

Assistant Professor, Department of
Cell Biology

The University of Oklahoma Health Sciences
Center

Oklahoma City, Oklahoma

Raymond A. Dionne, DDS, PhD
Scientific Director

National Institute of Nursing Research
National Institutes of Health
Bethesda, Maryland

Gail T. Galasko, PhD

Department of Biomedical Sciences
College of Medicine

Florida State University

Tallahassee, Florida

Gerald F. Gebhart, PhD
Director, Center for Pain Research
University of Pittsburgh
Pittsburgh, Pennsylvania

Joseph A. Giovannitti, Jr., DMD

Associate Professor, Department of
Anesthesiology

School of Dental Medicine

University of Pittsburgh

Pittsburgh, Pennsylvania

Denis M. Grant, PhD

Professor and Chair, Department of
Pharmacology and Toxicology

Faculty of Medicine

University of Toronto

Toronto, Ontario, Canada

Karen S. Gregson, PhD

Assistant Professor, Department of
Oral Biology

School of Dentistry

Indiana University

Indianapolis, Indiana

Daniel A. Haas, DDS, PhD, FRCD(c)

Associate Dean, Clinical Sciences

Chapman Chair in Clinical Sciences

Professor and Head of Dental
Anesthesia

Faculty of Dentistry

Department of Pharmacology

Faculty of Medicine

University of Toronto

Toronto, Ontario, Canada

Marc W. Heft, DMD, PhD

Professor and Director

Department of Oral and Maxillofacial
Surgery and Diagnostic Sciences

University of Florida

Gainesville, Florida

David W. Hein, PhD

Chair and Professor, Department of
Pharmacology and Toxicology

School of Medicine

University of Louisville

Louisville, Kentucky

Elliot V. Hersh, DMD, MS, PhD

Professor, Department of Oral Surgery
and Pharmacology

Director, Division of Pharmacology

School of Dental Medicine

University of Pennsylvania

Philadelphia, Pennsylvania



vi Contributors

Harrell E. Hurst, MS, PhD

Professor, Department of Pharmacology and
Toxicology

School of Medicine

University of Louisville

Louisville, Kentucky

William B. Jeffries, PhD

Senior Associate Dean for Medical Education
College of Medicine

University of Vermont

Burlington, Vermont

Anahid Jewett, PhD, MPH

Professor, Division of Oral Biology and
Medicine

School of Dentistry

University of California, Los Angeles

Los Angeles, California

Mo K. Kang, DDS, PhD, MS

Associate Professor and Chair Section of
Endodontics

School of Dentistry

University of California, Los Angeles

Los Angeles, California

Hyungsuk Kim, DDS, PhD

Pain and Neurosensory Mechanisms Branch

National Institute of Dental and Craniofacial
Research

National Institutes of Health

Bethesda, Maryland

Bruno Kreiner, DMD, MD, MSc

Instructor, Department of Oral and
Maxillofacial Surgery

School of Dental Medicine

Hadassah Medical Organization

The Hebrew University

Jerusalem, Israel

Karl K. Kwok, PharmD

Clinical Professor, Department of Pharmacy
Practice

School of Pharmacy

University of Washington

Seattle, Washington

Clinical Pharmacist-Oncology

Department of Pharmacy Service

University of Washington Medical Center

Seattle, Washington

Rajesh V. Lalla, BDS, PhD, CCRP

Assistant Professor of Oral Medicine

Department of Oral Health and Diagnostic
Sciences

University of Connecticut Health Center

Farmington, Connecticut

Attending Member of Hospital Staff

Department of Dentistry

John Dempsey Hospital

Farmington, Connecticut

Vahn A. Lewis, PharmD, MS, PhD

University of Texas Health Science Center
at Houston Dental Branch

Houston, Texas

Michael D. Martin, DMD, MPH, PhD
Associate Professor of Oral Medicine
School of Dentistry

University of Washington

Seattle, Washington

Robert L. Merrill, DDS, MS

Director, Graduate Orofacial Pain Clinic
Department of Orofacial Pain

Adjunct Professor

Section of Oral Medicine and Orofacial Pain
Department of Dentistry

University of California, Los Angeles

Los Angeles, California

John A. Molinari, PhD

Professor and Chairman, Department of
Biomedical Sciences

School of Dentistry

University of Detroit Mercy

Detroit, Michigan

Paul A. Moore, DMD, MPH, PhD

Professor and Chair, Department of
Anesthesiology

School of Dental Medicine

University of Pittsburgh

Adjunct Professor, Department of
Epidemiology

Graduate School of Public Health

University of Pittsburgh

Pittsburgh, Pennsylvania

Michael H. Ossipov, PhD

Research Professor, Department of
Pharmacology

College of Medicine

University of Arizona

Tucson, Arizona

Thomas J. Pallasch, DDS, MS
Emeritus Professor of Dentistry
University of Southern California
Los Angeles, California

No-Hee Park, DMD, PhD

Dean, School of Dentistry
University of California, Los Angeles
Los Angeles, California

Michael T. Piascik, PhD

Professor, Department of Pharmacology
University of Kentucky

College of Medicine

Lexington, Kentucky

Frank Porreca, PhD

Professor, Department of Pharmacology
University of Arizona School of Medicine
Tucson, Arizona

Morton B. Rosenberg, DMD

Professor of Oral and Maxillofacial Surgery
Head, Division of Anesthesia and Pain Control
School of Dental Medicine

Associate Professor of Anesthesia

School of Medicine

Tufts University

Boston, Massachusetts

Mark M. Schubert, DDS, MSD
Professor, Department of Oral Medicine
University of Washington

Director, Department of Oral Medicine
Seattle Cancer Care Alliance and

Fred Hutchinson Cancer Research Center
Seattle, Washington

David H. Shaw, PhD

Professor and Chairman

Department of Oral Biology

College of Dentistry

University of Nebraska Medical Center
Lincoln, Nebraska

Sarat Thikkurissy, DDS, MS

Assistant Professor, Division of Pediatric
Dentistry

College of Dentistry

The Ohio State University

Columbus, Ohio

Clarence L. Trummel, DDS, PhD

Emeritus Professor, Department of
Periodontology

School of Dental Medicine

University of Connecticut Health Center

Farmington, Connecticut

Yaping Tu, PhD

Associate Professor, Department of
Pharmacology

School of Medicine

Creighton University

Omaha, Nebraska

Eileen L. Watson, PhD

Professor Oral Biology and Pharmacology
University of Washington

Seattle, Washington

Dennis W. Wolff, PhD
Resident Assistant Professor
Department of Pharmacology
School of Medicine
Creighton University

Omaha, Nebraska

This ebook is uploaded by dentalebooks.com



Preface

This ebook is uploaded by dentalebooks.com

HOW TO APPROACH PHARMACOLOGY

Although pharmacology can be considered a basic science,
the ultimate purpose of pharmacology in the health science
setting is to apply basic principles to clinical practice. This
book, which is targeted to the dental student and dental prac-
titioner, is designed to meet that need. Pharmacology is
important to the dentist not only because of the drugs that
he or she prescribes or uses in the dental office, but also
because of other drugs that the patient takes. Every drug can
affect the entire body. Moreover, when more than one drug
is given concurrently, there is a potential for drug interactions
that could have adverse consequences.

This book is designed to make specific dental applications
to each drug class. Included in this information are the
benefits and risks associated with those drug classes.

In the study of pharmacology it is important to learn drugs
by their class on the basis of similarity of mechanism of action,
not as individual stand-alone medications. Thus armed with
the knowledge of the properties of a class of drugs and
examples of drugs within that class, one can streamline the
learning process. Organization of drug information can
then be arranged around the following subcategories. (These
will be useful in studying most drugs.)

1. Name of drug class and examples

Miscellaneous information, including drug interactions
Implications for dentistry

Some devices can help in the learning of drug names. The
nonproprietary (generic) names for drugs within a given class
often have similarities. Being familiar with a list of suffixes of
generic drug names can be helpful in identifying an individual
drug. Such a list is given below.

2. Mechanism of action
3. Pharmacokinetics

4. Indications

5. Adverse effects

6. Contraindications

7.

8.

SUFFIXES AS CUES FOR REMEMBERING
DRUG CLASSES

SUFFIX DRUG CLASS EXAMPLE
“azole” Azole-type antifungal drug Fluconazole
or Metronidazole
Antibacterial-antiparasitic
drug
“caine” Local anesthetic Lidocaine
“coxib” Cyclooxygenase-2 (COX-2) Celecoxib

inhibitor

“dipine” Dihydropyridine Ca** channel  Nifedipine
blocker

“ilol” or “alol” B-Adrenergic receptor blocker  Carvedilol,
that also the blocks the labetalol
oy-adrenergic receptor

“mab” Monoclonal antibody Infliximab

“olol” B-Adrenergic receptor blocker  Propranolol

“onium” or Quaternary ammonium Pancuronium,

“urium” compound, usually used as atracurium

a peripheral competitive
skeletal muscle relaxer

“osin” oy-Adrenergic receptor Prazosin
blocker

“pam” or “lam”  Benzodiazepine antiaxiety Diazepam,
agent or sedative hypnotic triazolam

“pril” or “prilat”  Angiotensin-converting Captopril
enzyme (ACE) inhibitor

“sartan” Angiotensin Il receptor Losartan
blocker

“statin” HMG CoA reductase Lovastatin
inhibitor anti-lipid drug

“triptan” Serotonin 5-HTg/p agonist Sumatriptan
antimigraine drug

“vir” Antiviral drug Acyclovir

Application of information to clinical cases can increase
retention and appreciation of pharmacology. For instance,
suppose that a dental patient has been prescribed darifenacin
by his or her physician to treat urinary urgency. One should
know that drugs such as darifenacin are likely to cause xero-
stomia (dry mouth), and one should know why. Therefore it
is reasonable to assume that xerostomia would be a likely
complaint that a patient would have after taking such a drug.
Moreover, it would also be well to consider how a dentist can
help relieve symptoms of xerostomia without compromising
the treatment for urinary urgency. This thought process
requires knowledge of how these drugs act, including the
receptors involved, and what responses are linked to these
receptors.

The landscape of pharmacology is ever expanding with
the constant development of new drugs, new drug classes, and
new information on older drugs. Furthermore, the growth in
our knowledge in areas such as pharmacogenetics and phar-
macogenomics promises to lead to the practice of tailoring
drug therapy to the individual.

All in all, pharmacology is an exciting and dynamic disci-
pline. This book covers the major areas of pharmacology and
provides an intellectual framework on which to use drugs in
a rational manner.
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Introduction

harmacology may be defined as the science of drugs, their

preparation, their uses, and their effects. The term derives
from pharmakon, the Greek word for drug or medicine, and
logia, the Latin suffix traditionally used to designate a body of
knowledge and its study. As an organized discipline, pharma-
cology is of recent origin, but the study of medicinal sub-
stances is as old as civilization itself.

HISTORY

Sir William Osler once said, “The desire to take medicine is
perhaps the greatest feature which distinguishes man from
animals.” Although this argument has been vitiated by experi-
ments involving self-medication in rats and other laboratory
species, it nevertheless serves to illustrate the historical rela-
tionship between drugs and human beings. The use of natural
products to cure disease and alter mentation dates back to the
dawn of time. By the writing of the Ebers papyrus (circa 1550
BC), more than 700 prescriptions for various ailments were
known. Many of the ingredients incorporated in these prepa-
rations—lizard’s blood, virgin's hair, fly excreta—are humor-
ous by modern standards, but also included were many
compounds recognized today as pharmacologically active. A
summary of folk remedies and other medicinals that have
withstood scientific scrutiny would list such substances as
opium (morphine), belladonna (atropine), squill and foxglove
(digitalis), cinchona bark (quinine and quinidine), coca leaves
(cocaine), and ma huang (ephedrine). The empirical study of
plant derivatives and animal products must have been exten-
sive to have been so fruitful.

A major hindrance to the effective use of these drugs,
however, was the large number of materials usually present
in apothecary formulations. For example, the most popular
drug of the fifteenth century, triaca, contained more than 100
separate components. Aureolus Paracelsus (1493-1541) was
the first to recognize that the indiscriminate mixing of numer-
ous substances did little but dilute whatever effective com-
pounds may have been present initially. The focus of Paracelsus
on single agents was refined by Felice Fontana (1720-1805),
who deduced from his own experiments that each crude drug
contains an “active principle” that, when administered, yields
a characteristic effect on the body. One of the greatest scien-
tific achievements of the nineteenth century was the isolation
and objective evaluation of such active principles.

In 1803, a young German pharmacist, Frederick Sertiirner
(1780-1841), extracted the alkaloid morphine from opium.
This singular achievement not only marked the beginning of
pharmaceutical chemistry, but also led to a revolution in
experimental biology. The availability of newly purified drugs
and the standardization of existing biologic preparations
encouraged pioneers like Francois Magendie (1783-1855) and
Claude Bernard (1813-1878) to use pharmacologic agents as
probes in the study of physiologic processes. The use of curare
by Bernard for the elucidation of the neuromuscular junction
is but one example of the successes obtained with this

approach. Perhaps because drugs became associated with
several biologic sciences and were, of course, considered
under the domain of the various medical specialties, the
development of pharmacology as a separate discipline was
delayed.

Rudolf Buchheim (1820-1879) and Oswald Schmiede-
berg (1838-1921) were the two individuals most responsible
for establishing pharmacology as a science in its own right.
Buchheim organized the first laboratory exclusively devoted
to pharmacology and became the first professor of his disci-
pline. A student of Buchheim’s, Schmiedeberg founded the
first scientific journal of pharmacology. More important,
through his tutelage Schmiedeberg helped spread acceptance
of pharmacology throughout the world. One protégé of
Schmiedeberg was John Abel (1857-1938), generally regarded
as the father of American pharmacology.

Once an obscure experimental science, pharmacology has
expanded its purview to such an extent that the subject has
become an important area of study for all health professionals
and holds certain interests for the lay public as well. In den-
tistry, the impact of pharmacology was formally recognized
by the American Dental Association in 1934 with publication
of the first edition of Accepted Dental Remedies.

SCOPE OF PHARMACOLOGY

Pharmacology is one of the few medical sciences that straddles
the division between the basic and the clinical. The scope of
pharmacology is so extensive that several subdivisions have
come to be recognized. Pharmacodynamics is the study of the
biologic activity that a drug has on a living system. It includes
a study of the mechanisms of action of the drug and the exact
processes that are affected by it. The influence of chemical
structure on drug action (the structure-activity relationship)
is also a concern of this branch of pharmacology. Pharmaco-
kinetics deals with the magnitude and time course of drug
effect, and it attempts to explain these aspects of drug action
through a consideration of dosage and the absorption, distri-
bution, and fate of chemicals in living systems. Pharmacothera-
peutics is the proper selection of an agent whose biologic effect
on a living organism is most appropriate to treat a particular
disease state. It requires a consideration of, among many other
things, dose, duration of therapy, and side effects of drug
treatment. The practice of pharmacy involves the preparation
and dispensing of medicines. Although pharmacists today are
rarely called on to actually prepare drug products, they can
serve as a useful source of drug information for both the clini-
cian and the patient. Toxicology is that aspect of pharmacology
dealing with poisons, their actions, their detection, and the
treatment of conditions produced by them. The importance
of toxicology to modern life is continually underscored by
new discoveries of chemical hazards in the environment. As
the various disciplines of science and medicine have continued
to evolve, fruitful areas of inquiry have emerged from the
union of fields with overlapping interest. For example, study
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xii Introduction

of the interrelationships between drugs and heredity, aging,
and the immune system has led to the respective development
of pharmacogenetics, geriatric pharmacology, and immunophar-
macology. A final subdivision of pharmacology, pharmacog-
nosy, is now a somewhat vestigial science. Essential at a time
when most drugs were derived from plants, it literally means
“drug recognition” and deals with the characteristics of plants
and how to identify those with pharmacologic activity. Most
drugs today are synthesized chemically, but phytochemistry,
especially the synthesis of complex chemical structures by
plants, remains of interest. On the other hand, herbal medi-
cine as a discipline has gained in importance since 1994. The
use of products in this area has spurred interest in the active
components of herbal medicines, their clinical efficacy, and
their potential liabilities.

After a description of how the study of drugs is classified,
it is appropriate to discuss what is meant by the word drug
To the pharmacologist, a drug is any chemical agent that has
an effect on the processes associated with life. This definition
is obviously broad and ill suited for many parties who define
the term more restrictively to better serve their particular
needs. The therapist, for example, considers as drugs those
chemicals that are effective in treating disease states. To the
lay public, drugs generally connote those substances that
cause mental and psychological alterations. Finally, govern-
mental agencies are concerned with the revenue derived from
the taxes levied against the sale of certain substances or with
public health problems associated with their use. Some of
these agents, such as tobacco and alcohol, are legally seques-
tered; that is, by law they are considered “nondrugs.” Although
pharmacologists have long recognized these agents as potent

drugs, they are exempted from the usual governmental
restraints and are not subject to normal scrutiny by the U.S.
Food and Drug Administration. There are other substances
that have gained such special status not by historical accident,
as did some of those previously mentioned, but by consider-
ations of public health. Examples of these include chlorine
and fluoride added to community water supplies and iodides
mixed with table salt. Lawsuits over the question of whether
these public measures constitute an illegal form of “mass
medication” have been resolved by the courts, at least in
part through the categorization of these chemicals as legal
nondrugs when they are used in a specific manner for the
public good.

Drugs to be covered in this book include almost exclu-
sively only those substances with a known therapeutic appli-
cation. Even so, the potential number of agents for
consideration is large—several thousand drugs marketed in a
multiplicity of dosage forms and, in some instances, in a
bewildering variety of combinations. To limit confusion,
emphasis is placed on single, prototypical agents that are
representative of their respective drug classes. By this
approach, an understanding of the properties of related agents
can be more readily achieved; at the same time, differences
that may exist between them can be highlighted. Finally, it is
important to recognize that there are certain generalizations
that apply to all drugs. These principles of drug action are the
subject of the first four chapters in this book. A mastery of
the concepts presented in these chapters is necessary for
a thorough understanding of pharmacology, for the rational
use of therapeutic agents, and for the objective evaluation of
new drugs.
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Pharmacodynamics: Mechanisms of Drug Action

JOHN A. YAGIELA

DRUG-RECEPTOR INTERACTIONS

The actions of most therapeutic agents are imbued with a
certain degree of specificity. In conventional doses, drugs are
generally selective in action; that is, they influence a narrow
spectrum of biologic events. In addition, the pharmacologic
profile of such agents is often markedly dependent on chemi-
cal structure; simple molecular modifications may drastically
alter drug activity. These attributes of drug action suggest that
the tissue components with which drugs interact to cause
observable effects are uniquely individualized. Such tissue
elements must have highly ordered physicochemical proper-
ties to permit particular compounds to combine with them,
while prohibiting all others from doing so. They must also be
intimately involved with discrete processes of life for drug
interactions to exert specific physiologic influences. These
“biologic partners” of drug action are given the term
receptors.

The existence of receptors for exogenously administered
drugs implies that drugs often mimic or inhibit the actions of
endogenous ligands for these receptors. Drugs rarely produce
novel effects; instead, they modify existing physiologic
functions.

Receptor Classification
For many years after their postulation a century ago, receptors
remained an enigma to pharmacologists. Little was known
about them other than the probability that they were complex
macromolecules possessing a ligand-binding site to interact
with specific drugs and an effector site to initiate the pharma-
cologic response. With the development of biochemical
methods for the isolation, solubilization, and characterization
of proteins, however, enzymes became available as model
systems for the study of drug-receptor interactions. Enzymes
exhibit many of the properties that are ascribed to receptors.
They are macromolecules having measurable biologic func-
tions and possessing specific reactive sites for selected sub-
strates. The close association between enzymes and receptors
was underscored in the early 1940s when it became apparent
that some enzymes are drug receptors. The list of drugs that
alter known enzymatic activities is extensive and includes
angiotensin-converting enzyme inhibitors, allopurinol, anti-
cholinesterases, carbidopa, carbonic anhydrase inhibitors,
disulfiram, entacapone, monoamine oxidase inhibitors, prote-
ase inhibitors, reverse transcriptase inhibitors, statin choles-
terol synthesis inhibitors, sulfonamides, trimethoprim, and
various antimetabolites used in cancer chemotherapy.
Besides enzymes (including coenzymes) and other easily
solubilized proteins, at least two additional classes of recep-
tors have been identified and are of clinical significance:

2

nucleic acids and membrane-linked proteins. Nucleic acids
serve as receptors for a limited number of agents. Certain
antibiotics and antineoplastic compounds interfere with
replication, transcription, or translation of genetic material
by binding, sometimes irreversibly, to the nucleic acids
involved. Other drugs, including thyroid hormones, vitamin
D analogues, sex steroids, and adrenal corticosteroids, also
modify transcription, but here the affected DNA becomes
activated or inhibited as a consequence of drug interaction
with a separate receptor protein in the cytosol or nucleus of
the cell, as described subsequently. The most common
receptors of drugs are those located on or within the various
membranes of the cell. Their study has been greatly aided
in recent years by developments in genomics, proteomics,
and informatics. Membrane transporter proteins and meta-
bolic enzymes, described in Chapter 2 for their influence on
drug disposition, are themselves targets of drug action. Of
greater significance are the many integral membrane pro-
teins that function as receptors for endogenous regulatory
ligands, such as neurotransmitters, hormones, and other
signaling molecules.

Receptors involved in physiologic regulation can be
grouped by molecular structure and functional characteristics
into several superfamilies. Most of these receptors have one
or more extracellular ligand-binding domains linked by one or
more lipophilic membrane-spanning segments to an effector
domain often, but not always, located on the cytoplasmic side
of the membrane. This arrangement is ideal for the translation
of an extracellular signal into an intracellular response.
Usually, the endogenous ligand “signal” is hydrophilic and
incapable of passive diffusion through the cell membrane. For
lipophilic regulatory ligands, such as for thyroid hormone and
various steroids, a separate superfamily of intracellular recep-
tors exists. Commonly, drug binding exposes a DNA-binding
site on the receptor protein, allowing the receptor to interact
with DNA and alter transcription. These major classes of
receptors are illustrated in Figure 1-1 and described
subsequently.

Ion channel-linked receptors

There are two general classes of ion channels: voltage gated
and ligand gated. Voltage-gated ion channels are activated by
alterations in membrane voltage. Voltage-gated Na* channels
open when the membrane is depolarized to a threshold poten-
tial and contribute to further membrane depolarization by
allowing Na" influx into the cell. As described in Chapter 16,
local anesthetics such as lidocaine bind to voltage-gated
Na* channels, leading to blockade of neuronal depolarization.
Specific voltage-gated ion channels also exist for K*, Ca™, H',

and CI".
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FIGURE 1-1 Examples of four major classes of receptors and signal transduction mechanisms. Arrows
denote the receptor ligand-binding sites. A, Intracellular receptors. Lipophilic substances such as steroids
can cross the plasma membrane and activate intracellular receptors, which, after translocation to the
nucleus, alter gene transcription and, ultimately, synthesis of new protein. B, Ion channel-linked recep-
tors. Drugs such as nicotine can activate ligand-gated ion channels, leading to depolarization (or hyper-
polarization) of the plasma membrane. C, G protein-linked receptors. Many drugs can activate
G protein-linked receptors, causing release of the o and By subunits of associated G proteins. D, Enzyme-
linked receptors. Drugs such as insulin promote dimerization of its receptor and activation of the catalytic

site on the intracellular end of the receptor.

In contrast, ligand-gated ion channels are activated in
response to the binding of specific ligands or drugs. Many
neurotransmitters and drugs and some cytoplasmic ligands
activate membrane-bound ligand-gated ion channels, includ-
ing several types of glutamate receptors and one 5-hydroxy-
tryptamine (5-HT;) receptor promoting Na¥, K, or Ca™
movements, and certain Yy-aminobutyric acid and glycine
receptors promoting Cl” influx. Depending on the ionic charge
and the direction of flow, ligand-gated ion channels can either
depolarize or hyperpolarize the cell membrane.

The nicotinic receptor (Figure 1-2), the first membrane-
bound drug receptor to be fully characterized,'?% is an impor-
tant example of a ligand-gated ion channel. An oligomeric
structure, the polypeptide constituents of the nicotinic recep-
tor are arranged concentrically to form a channel through
which small ions can traverse the plasma membrane when the
receptor is activated by the binding of two acetylcholine
(ACh) molecules. As is the case with other ion channels,
numerous subtypes of nicotinic receptors exist expressing dif-
fering affinities for specific ligands.

G protein-linked receptors

G protein-linked receptors, sometimes referred to as metabo-
tropic receptors, constitute the largest superfamily of integral
membrane proteins, and collectively serve as targets for
approximately half of all nonantimicrobial prescription
drugs.”!! The basic structure of these receptors includes a
common seven-membered transmembrane domain. Gener-
ally, metabotropic receptors greatly amplify extracellular bio-
logic signals because they activate G proteins, which activate
ion channels or, more commonly, other enzymes (e.g., adenylyl

FIGURE 1-2 Ribbon structural model of the nicotinic ACh recep-
tor from the electric organ of Torpedo marmorata. Left, View from
the synaptic cleft. Five polypeptide units consisting of four dif-
ferent types (¢, B, 7, and &) form a rosette with a hydrophilic pore
spanning the center of the oligomer. External regions, which
include the ACh binding sites, are highlighted. Arrows indicate
the o-subunit tryptophan (W149) that constitutes part of each
ligand-binding site. Right, View parallel to the plasma membrane.
Each polypeptide subunit includes four o-helical sequences that
traverse the plasma membrane; the front two subunits are high-
lighted. Arrow indicates the same W149 residue. E, External
surface (interstitial space); I, internal surface (cytoplasmic space).
(Adapted from Unwin N: Refined structure of the nicotinic ace-
tylcholine receptor at 4 A resolution, J Mol Biol 346:967-989,
2005.)
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cyclase), leading to the introduction or formation of a host of
internal second messengers for each extracellular signal mole-
cule detected. This amplification system, which also usually
involves an extended duration of activation of G proteins rela-
tive to the binding of drug to the receptor, may explain why
maximal pharmacologic effects are often observed when only
a small proportion of receptors are activated.

G proteins are heterotrimers consisting of o, B, and y
subunits. After receptor activation, guanosine diphosphate
attached to the o subunit is replaced by guanosine triphos-
phate, and the heterotrimer splits into the . monomer and By
dimer. Many, but not all, of the observed cellular actions are
caused by the o subunit (see Figure 5-7). G, the specific o
subunit for the G protein associated with B-adrenergic recep-
tors, activates adenylyl cyclase, which catalyzes the synthesis
of cyclic adenosine 3’,5’-monophosphate (cAMP).° cAMP
activates protein kinase A, which catalyzes the phosphoryla-
tion of serine and threonine residues of certain intracellular
proteins, leading to altered cellular function.

The G protein system is complex and still incompletely
understood. One receptor subtype may activate different
G proteins, several receptor subtypes may activate the
same G protein, and the ultimate target proteins can exist
in tissue-specific isoforms with differing susceptibilities to
secondary effector systems. The different G protein path-
ways can also interact with one another. The complexity of
G protein signal transduction provides a sophisticated regula-
tory system by which cellular responses can vary, depending
on the combination of receptors activated and the cell-
specific expression of distinct regulatory and target proteins.
Several specific membrane-bound G proteins are discussed
in Chapter 5.

Figure 1-3 depicts the structure of the mammalian B,
receptor based on x-ray crystallography studies and how it is
believed to be arranged within the plasma membrane.!!

T™1

™2

Enzyme-linked receptors

Enzyme-linked receptors have only one transmembrane
domain per protein subunit, with an enzymatic catalytic site
on the cytoplasmic side of the receptor. Dimerization of acti-
vated receptors usually provides the conformational change
required for expression of enzymatic activity. The catalytic
sites are commonly protein kinases that phosphorylate tyro-
sine or, less commonly, serine or threonine residues on target
proteins. Autophosphorylation of the receptor also occurs.
Some catalytic receptors have guanylyl cyclase or tyrosine
phosphatase activity. Insulin, atrial natriuretic peptide, and
various growth factors (e.g., epidermal growth factor) activate
catalytic receptors. A closely related group of receptors
responsible for the action of numerous peptides—including
various neurotrophic peptides, growth hormone, and cyto-
kines—lacks enzymatic activity. In such cases, the catalytic
site is supplied by a separate nonreceptor protein kinase that
interacts with the dimerized receptor.

Many forms of cancer seem to involve mutant variants of
enzyme-linked receptors in which the catalytic site or associ-
ated nonreceptor protein kinase is continuously activated.®
Approximately half of all oncogenes discovered to date encode
for continuously activated protein kinases.

Intracellular receptors

Lipophilic substances capable of crossing the plasma mem-
brane may activate intracellular receptors. Sex steroids,
mineralocorticoids, glucocorticoids, thyroid hormones, and
vitamin D derivatives all activate specific nuclear receptors
that influence DNA transcription.®? The typical nuclear
receptor is composed of three major subunits: the carboxyl
end of the receptor forms the ligand-binding domain, the
adjacent segment includes the DNA-binding region, and the
amino terminus constitutes the transcription-modulating
domain. When a drug (or hormone) binds to the receptor, it

™1

C terminal

FIGURE 1-3 Ribbon structural model of the B,-adrenergic receptor. Left, View from the synaptic cleft;
right, view parallel to the plasma membrane. For technical reasons, it was not possible to visualize the
extracellular N-terminal amino acid chain attached to transmembrane helix 1 (TM1), the intracellular
connector between TM5 and TM6, and a major portion of the intracellular C terminal. Binding of a drug
ligand (in this case, the B-adrenergic receptor antagonist carazolol) is represented as a stick figure. The
rotamer toggle switch tryptophan (W293), which allows TM6 to move in response to drug agonists, is
indicated by the space-filling spheres. ECL, Extracellular loop. (Adapted from Hanson MA, Stevens RC:
Discovery of new GPCR biology: one receptor structure at a time, Structure 17:8-14, 2009.)
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folds into the active configuration and dimerizes with a
partner receptor. The conformational change results in a dra-
matic increase in binding to specific DNA sequences. Binding
of thyroid hormone to its receptor produces more than a
10-fold increase in receptor affinity for binding to DNA.%
DNA binding of the activated receptor often initiates tran-
scription, leading to increased production of specific proteins.
Because this type of signal transduction requires protein syn-
thesis, drugs that activate intracellular receptors typically have
a delay of several hours before the onset of their pharmaco-
logic effect. (For this reason, glucocorticoids cannot be used
as primary drugs for the management of anaphylaxis.) In some
systems, the binding of the drug-receptor complex inhibits
transcription. Regardless of the specific mechanism involved,
however, the intensity and duration of drug effect is tempo-
rally independent of the plasma concentration.

In addition to these intracellular receptors, other enzymes
and proteins involved in cellular metabolism and gene expres-
sion are receiving increasing scrutiny as potential targets
for drug therapy. Nitric oxide, which stimulates guanylyl
cyclase directly to form cyclic guanosine 3’,5’-monophosphate
(cGMP), and sildenafil, which inhibits the breakdown of cGMP
by cGMP-specific phosphodiesterase-5, are two examples of
currently available agents acting intracellularly on regulatory
enzymes. Finally, structural proteins such as tubulin, which are
assembled to form microtubules, are targets for several drugs
used in the treatment of cancer, gout, and fungal infections.

Drug-Binding Forces

Implicit in the interaction of a drug with its receptor is the
chemical binding of that drug to one or more specific sites on
the receptor molecule. Five basic types of binding may be
involved (Figure 1-4).

Covalent bonds

Covalent bonds arise from the sharing of electrons by a pair of
atoms. Although covalent bonds are required for the structural
integrity of molecules, they are generally not involved in drug-
receptor interactions. Most drugs reversibly associate with their
receptors. As described in Chapter 2, the duration of action of
these agents is related to how long an effective drug concentra-
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tion remains in the vicinity of the drug receptors. This time may
vary from a few minutes to many days, but usually is on the
order of several hours. With bond energies of 250 to 500 kJ/
mol, the stabilities of covalent linkages are so great that, when
formed, drug-receptor complexes are often irreversible. In
these instances, the duration of action is not influenced by the
concentration of unbound drug surrounding the receptors.
Instead, it may depend on the synthesis of new receptors or on
the turnover of the affected cells, processes that often take days
to weeks. When the receptors happen to compose or influence
the genetic material of a cell, drug effects may be permanent.

Ionic bonds

Ionic bonds result from the electrostatic attraction between
ions of opposite charge. Such associations are relatively weak
in an aqueous environment, having bond energies of approxi-
mately 20 kJ/mol. Nevertheless, many drugs have a formal
charge at physiologic pH, and it is likely that ionic bonds are
commonly made with ionized groups located at receptor sites.
Because the attraction between ions is inversely proportional
to the square of the distance separating them, ionic influences
operate over much greater distances than do other interatomic
forces. It is reasonable to assume that ionic bonds initiate
many drug-receptor combinations.

Cation-r interactions

Although benzene and similar aromatic compounds are
hydrophobic solvents, their 7 electron clouds are capable of
interacting with positively charged ions.> Phenylalanine,
tyrosine, and tryptophan—amino acids with aromatic side
groups—retain this ability. These amino acids are common
constituents at receptor sites for such positively charged drugs
as ACh, dopamine, epinephrine, and 5-HT. Individual bond
energies are similar to those of hydrogen bonds described
subsequently; however, interactions between multiple aro-
matic amino acids and a single cationic moiety commonly
strengthen the overall interaction.

Hydrogen bonds
The hydrogen bond represents a special type of interaction
between polar molecules. When a hydrogen atom is cova-

o+ - |
D—N—H- - -0=C—R

Hydrogen
D—CH;- -CH;—R

Van der Waals

H—O—H \ CH, H3C—T—R

CH,
Hydrophobic

FIGURE 1-4 Major chemical bonds associated with drug-receptor interactions, where D is drug and R

is receptor.
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lently attached to a strongly electronegative atom such as
oxygen or nitrogen, it becomes partially stripped of its elec-
tron and takes on some of the characteristics of a bare proton.
Strongly electropositive and with an exceedingly small atomic
radius, the hydrogen nucleus is able to associate closely
with additional electronegative atoms. Hydrogen linkages are
generally weaker than ionic bonds (approximately 5 kJ/mol)
and are more sensitive to interatomic separation. Functional
groups capable of forming hydrogen bonds are common to
drugs and receptor sites, however, and if multiple unions
occur, the resultant stabilizing force can far outweigh that of
a single ionic bond.

Van der Waals forces

Van der Waals forces collectively describe the weak interac-
tions that develop when two atoms are placed in close prox-
imity. The electrostatic attractions that constitute these forces
result from reciprocal perturbations in the electron clouds of
the atoms involved. These “bonds” are the weakest of the five
types described (approximately 0.5 kJ/mol); in addition, they
decrease in strength according to the seventh power of the
interatomic distance. Paradoxic as it may seem, van der Waals
forces are of primary importance in conferring specificity
to drug-receptor interactions. Because even electroneutral
carbon atoms can participate in such associations, the number
of these bonds that connect a drug to its receptor may be
large, and the total binding force may be considerable. When
minor steric influences prevent an exact fit between a drug
and its receptor, the sensitivity of van der Waals forces to
interatomic separation forestalls their development, and drug-
receptor stability markedly declines.

Hydrophobic interactions

In addition to the bonding forces already described, hydro-
phobic interactions between the drug, its receptor, and the
aqueous environment can play a major role in stabilizing drug-
receptor binding. Water is an unusual liquid with respect to
its ability to form hydrogen bonds with itself and with various
solutes. The association of a drug with its receptor is enhanced
if the drug is hydrophobic or if the surface area of a nonpolar
region of the receptor is reduced by drug binding. In either
case, stability occurs because of the reduced perturbation of
the normal water structure.

Cooperation of binding forces

The binding of a drug to its receptor is generally not related
to a particular attractive force but results from the conjoint
action of ionic, cation-7, hydrogen, van der Waals, and (rarely)
covalent linkages, often in synchrony with hydrophobic inter-
actions. Each type of association contributes differently to the
drug-receptor complex. When random movement causes a
drug molecule to approach or collide with the receptor
surface, ionic attractions, closely followed by cation-m inter-
actions, are the first to develop. Unable to convey specificity
or stability to a drug-receptor union by themselves, these
forces nevertheless serve to draw in and partially orient the
drug to its receptor. As the intermolecular separation dimin-
ishes, hydrophobic influences, hydrogen bonding, and subse-
quently van der Waals forces become prominent. In concert,
these interactions provide for the specificity of drug action;
without an exact fit, binding is impaired, and the drug cannot
adhere well enough to influence receptor function. Covalent
linkage confers a high degree of permanency to the drug-
receptor complex. Fortunately, though, irreversible binding is
uncommon in therapeutics. Many agents are used to produce
a single, temporary effect; covalent attachment would pre-
clude such use. In many instances, covalent bonding would
make drug regimens more difficult to administer and adverse
reactions more troublesome to treat.

Structure-Activity Relationships

Examination of structure-activity relationships (SARs) is a
time-honored method of studying drug-receptor interactions.
In SAR investigations, specific features of the structure of a
drug molecule are identified and then altered systematically to
determine their influence on pharmacologic activity. The
chemical features that are most often involved in these consid-
erations are the presence and type of ionic charge; the effect
of neighboring groups on the degree of ionization; hydrogen-
bonding capability; and steric factors such as the size of alkyl
side chains, the distance between reactive groups, and the
three-dimensional configuration of such groups. SAR studies
of closely related agents (congeners) have led to an under-
standing of the chemical prerequisites for pharmacologic activ-
ity and, on a practical level, made possible the molecular
modification of drugs to provide enhanced or even novel thera-
peutic effects, while reducing the incidence and severity of
toxic reactions. In addition, SAR studies serve to illustrate how
the combined action of the various binding forces described
earlier are necessary for maximal drug activity, which yields
certain clues concerning the physicochemical properties of the
receptor sites involved that are of value to investigators seeking
to unravel the exact structure of these sites.

A recent example of SARs is provided by the study of the
binding of norepinephrine and related drugs to the B,-
adrenergic receptor (Figure 1-5).2 The norepinephrine mole-
cule is composed of a catechol residue (a benzene ring with
two hydroxyl groups in the meta and para positions) con-
nected by a two-carbon intermediate chain to a nitrogen
terminus that is positively charged at physiologic pH. The
presence of a cationic nitrogen locus is essential for full activ-
ity; loss of the ionic charge by removing the nitrogen moiety
or replacing it with a nonionic carbon group virtually elimi-
nates drug action, as does replacement of the receptor’s aspar-
tate residue (D113) with a neutral amino acid. Hydrogen
bonds involving both ring hydroxyl groups with correspond-
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FIGURE 1-5 Ribbon model of the interaction of norepinephrine
(NE) with the B,-adrenergic receptor. The transmembrane seg-
ments involved in agonist binding (TM3, TM5, TM6, TM7) are
shown along with their serine and asparagine residues (S203,
S204, S207, and N293), involved in hydrogen binding (dashed
lines), and the aspartate residue (D113) that forms an ionic bond.
Other amino acids involved in agonist binding are also identified.
(Adapted from Bhattacharya S, Hall SE, Li H, et al: Ligand-
stabilized conformational states of human B2 adrenergic receptor:
insight into G-protein-coupled receptor activation, Biophys J
94:2027-2042, 2008.)
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ing serine residues (S203, S204, and S207) greatly increase
potency (by 25-fold, 33-fold, and 39-fold, respectively) but
preclude entry of the drug into the central nervous system
(CNS). Replacement of a hydroxyl with a larger group gener-
ally eliminates agonist activity at B receptors but may result
in antagonistic effects. Another hydrogen bond between the
B-hydroxyl group and its asparagine counterpart (N293)
increases binding affinity 38 times. The distance separating
the catechol and nitrogen moieties of the molecule is likewise
crucial for full activity. Electrostatic interactions involving
the benzene ring and aromatic amino acid residues of the
receptor protein (e.g., F290) also contribute to the binding of
norepinephrine.

Although norepinephrine can fully activate the B, recep-
tor in vitro, it requires higher concentrations than those
achieved physiologically. Epinephrine, the natural B, receptor
ligand, has a nitrogen-bound methyl group that increases [3,
activity by 10 to 50 times. Increasing the size of the alkyl
moiety on the nitrogen further increases B-adrenergic selectiv-
ity. Because alkyl moieties do not form hydrogen or ionic
bonds, this finding implies that van der Waals forces or hydro-
phobic interactions, or both, contribute significantly to the
binding of epinephrine and congeners with selective P,-
adrenergic properties.

An important source of support for the concept of speci-
ficity in drug-receptor interactions comes from the differences
so often observed in the activity of optical isomers, such as
d-norepinephrine and [-norepinephrine. It is common for
virtually all the activity in a racemic mixture to reside in one
of the two stereoisomers. In the case of norepinephrine, the
levorotatory isomer is highly active, whereas the other member
of the pair is almost devoid of activity. This difference, at least
with regard to the B, receptor, stems from the inability of the
d-isomer to make the hydrogen bond between its B-hydroxyl
group and the receptor’s N293 residue. The presence of only
a single atom with an opposite configuration is apparently
sufficient to bring about dramatic differences in binding effi-
ciency. Such critical sensitivity can occur only if the drug and
receptor fit together with some degree of precision. The
optical isomers quinine and quinidine are of interest because
both have been used therapeutically but for different pur-
poses. Quinidine (dextro) and quinine (levo) differ from each
other only in the configuration of a single secondary alcohol
group that serves as the connector of the two halves of the
molecule. Both isomers are approximately equal in antima-
larial activity, a property that depends on the drug reacting
with the DNA of the plasmodial parasites responsible for the
disease. The antiarrhythmic action on cardiac muscle is
greater, however, for quinidine than for quinine. The enan-
tiomers of p-mannose are another example of two molecules
that differ only in the spatial arrangement of a single hydroxyl
group, and yet vary in their biologic activity. o-p-Mannose is
sweet when applied to chemoreceptors of the tongue, whereas
B-p-mannose is bitter.

Consequences of Drug Binding

The combination of a drug with its receptor represents the
incipient event in a series of reactions that culminate in a
pharmacologic effect. Of prime importance is the second step
in this chain—the receptor response to drug binding. Drugs
generally are not highly reactive compounds in the chemical
sense; they exert their influences indirectly by altering,
through receptor attachment, the activity of an important
regulator of a biologic process. The mechanism of action of a
drug refers to this initial perturbation of normal function.

Ligand competition
Of the various receptor-based mechanisms of drug action,
perhaps the most readily observed are those involving enzymes.

Certain drugs are analogues of natural enzyme substrates.
These antimetabolites compete with the substrate for the same
catalytic site on the enzyme molecule, causing a decrease in
the rate of product formation. As a general rule, however,
such inhibitions are likely to be of little biologic consequence
unless the magnitude of inhibition at least approaches 50%.
This phenomenon seems to be explained best by the concept
that the number of enzyme molecules present usually exceeds
what is necessary for adequate catalysis. A 20% inhibition
might produce no observable response because the remaining
fraction of uninhibited enzyme is still capable of providing
enough product. The enzyme carbonic anhydrase represents
an extreme example of this situation. To reduce by half the
enzymatic hydration of carbon dioxide, 99.7% of the carbonic
anhydrase activity must be abolished.!”

Another consideration related to antimetabolites is the
often greater affinity of the reactive site for the natural sub-
strate. This difference may be 1000-fold and carries some
significance for pharmacology. If the substrate to be interfered
with is abundant, such as glucose, the dose of inhibitor needed
to obtain a body fluid concentration 1000 times that of the
metabolite would be formidable. Substrates that are in more
limited supply, such as vitamin derivatives or chemical media-
tors, are more reasonable targets for therapy based on this
form of inhibition.

Ligand competition may also be invoked for drugs that
compete with natural ligands for binding to regulatory
proteins. In this case, the drug binds to the ligand-binding
site of the receptor, preventing the activating signal to be
recognized.

Conformational induction

Many drugs that influence enzyme activity are not structurally
related to native substrates. These drugs affect catalysis by
serving as allosteric regulators; that is, by binding elsewhere
on the enzyme, they induce conformational changes at the
active center. These disturbances may lead to an increased
affinity for the substrate, but it is more likely for the effect to
be one of inhibition. Although the basis of drug-induced
allosteric change in enzymes is poorly understood, hydropho-
bic interactions involving the surrounding hydration layer may
be involved. As with other macromolecules, enzymes are
covered by a surface film of water. When a drug is bound to
its receptor, it upsets the microenvironment around the
binding site. Alkyl groups common to many drugs are espe-
cially proficient at disturbing the hydration layer; as a result,
they promote conformational changes in the drug-receptor
complex that minimize their impact. The quaternary struc-
ture of proteins is greatly influenced by the state of the sur-
rounding water molecules, and enzymes subject to allosteric
regulation have quaternary structures of exceptional confor-
mational sensitivity. The requirement described previously
that a certain percentage of enzyme be affected before an
observable effect is achieved also holds for allosteric regula-
tion, but the need for the drug concentration to be greater
than the substrate does not hold because the two compounds
are not in direct competition for binding.

The concept of conformational induction may be of par-
ticular relevance to the regulatory receptors previously
described. The allosteric concept suggests that a receptor,
whether stimulated by its natural effector or by a drug sub-
stitute, becomes morphologically distorted. This disturbance
causes a change in a particular enzyme activity or transport
mechanism or an alteration of membrane permeability.
Recent studies of the B,-adrenergic receptor (and other G
protein receptors®) suggest that conformational induction is a
common phenomenon.>!' When a ligand such as epinephrine
or norepinephrine approaches its binding site, it begins to
form ionic and hydrogen bonds, as described previously (see
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Figure 1-5). These developing associations cause distortions
of the surrounding transmembrane helices (TMs). Rotation of
the TMS5 helix brings serine residues in closer association with
the catechol hydroxyl groups. An ionic bond between TM3
and TM6 is broken as both helices rotate in response to the
ligand’s strengthening ionic bond with TM3. In particular,
rotation of the TM6 helix at a specific tryptophan amino acid
(see Figure 1-3) promotes this action and increases van der
Waals stabilization of the active receptor configuration. As a
result of TM3 rotation, additional amino acid residues move
into close association with the ligand. Increased stability of
the active conformation of the receptor also occurs as new
hydrogen bonds and other attractions develop between the
repositioned TM helices.

Drugs can directly alter processes controlled by membrane-
bound receptors without resorting to mimicry of natural mes-
sengers. As is the case with enzymes, drugs can adjust receptor
affinity for ligands through allosteric mechanisms at sites sepa-
rate from the ligand-binding site.

Conformational selection

Most early attempts to study drug action assumed the recep-
tor was in a quiescent state until activated by an agonist. As
has been shown for ion channels and increasingly for other
receptor families, however, receptors may exist individually
in more than one configuration with or without the presence
of a ligand. When this situation exists, drugs may work by
selectively binding to a particular conformation of the recep-
tor, stabilizing that arrangement, and altering the relative
proportion of receptors existing in active versus inactive
states.

Conformational selection provides a particularly credible
explanation for the action of drugs that lack polar functional
groups capable of strongly interacting with protein constitu-
ents to cause allosteric distortions. Inhalation anesthetics are
representative in that they are uncharged and weakly interac-
tive. It has been suggested that such anesthetics bind to pre-
formed cavities on ligand-gated ion channels in neurons,
causing little structural change themselves, but stabilizing
(by occupying space) conformations that result in loss of
consciousness.”

Subsequent events

Although drug inhibition may simply prevent the formation
of an enzyme substrate or the reading of an endogenous signal
by a regulatory protein, drug activation of a receptor generally
leads to a cascade of events that eventually results in an observ-
able pharmacologic effect. Epinephrine provides a useful illus-
tration of the consequences of drug binding.!® Incorporated
into local anesthetic solutions to prolong the duration of pain
relief, epinephrine mimics the action of the neurotransmitter
norepinephrine. As a result of epinephrine attachment to o;-
adrenergic receptors on vascular smooth muscle cells, the G
protein known as G, is activated, phospholipase C; activity is
stimulated, and the membrane lipid phosphatidylinositol-4,5-
bisphosphate is broken down to yield the second messengers
diacylglycerol and inositol-1,4,5-trisphosphate (IP3). Diacyl-
glycerol initiates a cascade of metabolic events that support
muscle contraction. IP; causes the release of Ca* from intra-
cellular storage sites, which induces the activation of actomyo-
sin and initiates vasoconstriction.

DOSE-RESPONSE RELATIONSHIPS

A fundamental aspect of drug action is the relationship
between the dose administered and the effect obtained.
Common experience dictates that the magnitude of a chemi-
cal’s effect on a system is positively correlated with the quan-

tity or concentration of that chemical present. To increase the
saltiness of a food, for example, more salt must be added.
Within certain limits, the addition of salt yields a graded
response, but very small increments have no effect on taste,
and if the food is salty to begin with, further additions, no
matter how great, will have no effect either. There is reason
to expect that the dose-effect relationship of a drug is not a
linear function throughout the entire dose range. Below a
minimum threshold, there can be no incremental effect from
a dose because there is no observable effect to begin with.
Above a certain ceiling, even a large dose would exert no
demonstrable influence because the maximal effect has
already been reached.

Occupation Theory

Clark attempted in the 1920s to quantify drug effects through
application of the law of mass action. Out of his efforts and
the contributions of others emerged the occupation theory of
drug action.'’® The occupation theory holds that the magni-
tude of a pharmacologic response elicited by a drug that
reversibly combines with its receptor is directly proportional
to the number (or fraction) of receptors occupied by the drug.
The relationship can be written as follows:

D+ R:::QDR - FEffect

where D is the drug, R is the receptor, and k; and k, are rate
constants. This reaction is analogous to the interaction of an
enzyme with a single substrate yielding a single product. A
derivative of the Michaelis-Menton equation can be used to
quantify drug effects as follows:

_ Maximal effect x[D]
Kp +[D]

Effect

where Kp (the dissociation constant) = ky/k;.

This mathematic relationship between the dose (or con-
centration) of a drug and its response may be shown visually
by an experiment in which an isolated muscle is exposed to
increasing concentrations of a drug while the force of contrac-
tion is measured (Figure 1-6). When a drug is introduced into
a tissue, it binds to its receptor in accordance with the Kp.
For various reasons, very small quantities will not elicit a
measurable response. Each muscle cell may require a minimal
number of receptors to be occupied before it contracts, or
technical difficulties in detecting small contractions may make
such determinations inaccurate or impossible to obtain. The
lowest concentration to elicit a measurable response is termed
the threshold concentration. As higher concentrations are used,
the number of receptors occupied increases, as does the inten-
sity of response. An increase in the fraction of receptors occu-
pied necessarily reduces the number available for subsequent
binding so that at high concentrations each increment pro-
duces progressively smaller additions to the magnitude of
contraction. At very high concentrations, the receptor popula-
tion becomes saturated, and further drug administration no
longer influences contraction. A maximal muscle response for
the drug, termed the ceiling effect, is achieved.

The useful concentration range for a drug falls between
the threshold and the ceiling. By expressing data as the
logarithm of the concentration versus the degree of response,
this important and normally hyperbolic segment of the
concentration-effect relationship becomes a sigmoid curve
with the linear central portion extending over a 10-fold con-
centration range. The advantage of plotting with the log scale
instead of the arithmetic scale is that it greatly simplifies drug
study. The concentration of a drug that produces a half-
maximal response (ECs) is often used in comparisons with
similar agents. (In classic occupation theory, the ECsy equals
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the Kp). When data from several experiments are expressed
on a single graph with the log dose, this value can be accurately
determined for each drug from the linear portion of the respec-
tive curve. If the concentration data were not logarithmically
transformed, statistical analysis would become more complex.
Figure 1-7 illustrates the difficulties encountered if two drugs
differing only in receptor affinity are examined on an arithme-
tic scale. The curve for drug A is so compressed that the
concentration yielding the ECs, cannot be easily ascertained;
for drug B, it cannot even be represented on the same page.

Agonists

Drugs that elicit a response from a tissue are known as ago-
nists. Agonists that produce ceiling effects—effects that are
not exceeded by other drugs—are called full agonists, and
drugs whose maximal effects are less than those of full ago-
nists are referred to as partial agonists. The distinction between
full and partial agonists is unrelated to variances in receptor
affinity; the relatively low ceiling effect of a partial agonist
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FIGURE 1-6 Theoretic dose-response curve (log scale) for a
smooth muscle stimulant. The threshold and ceiling effects are
represented by T and C. As shown, the linear portion of the
sigmoid curve, extending from approximately 25% to 75% of the
maximal effect, is encompassed by a 10-fold concentration range.
A range of 10,000 times is required, however, to depict the curve
in its entirety (from 1% to 99% of the maximal effect). The
concentration yielding 50% of the maximal response (ECs) is also
shown.
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cannot be elevated by increasing its dose. The difference
between these two classes of agonists lies in their unequal
intrinsic activities. Intrinsic activity is an empiric term
used in classic occupation theory to describe the ability of
a drug to activate a receptor after the drug-receptor
complex has formed. Incorporating intrinsic activity into the
concentration-effect equation yields:

ax[D]

Effect = ————
Kp +[D]

where a is the intrinsic activity. Drugs with a low intrinsic
activity not only have a relatively low ceiling effect, but each
fraction of receptors occupied elicits a response that is smaller
than that produced by a similar degree of receptor binding by
a full agonist. In other words, the log dose-response curve of
a partial agonist has a lower maximum and a smaller slope
than does that of a full agonist.

These precepts of occupation theory are shown in Figure
1-8, which presents data from a study of four agonists of
muscle contraction.! The muscle to be investigated was
removed from the animal, placed in a bath containing an
oxygenated physiologic salt solution, and attached to a strain
gauge to measure isometric contractions. In such experiments,
conditions can be manipulated to ensure that each drug tested
has equal access to the receptor in question. (This condition,
which greatly simplifies the interpretation of experimental

Contraction
T
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FIGURE 1-8 Effects of four catecholamines on muscle contraction
in the vas deferens of the rat. Drugs A and B differ in affinity, but
not in intrinsic activity. Drugs C and D differ from each other and
from A and B in affinity and intrinsic activity. (Adapted from
Ariéns EJ, Simonis AM, van Rossum JM: Drug-receptor interac-
tions: interaction of one or more drugs with one receptor system.
In Ariéns EJ, editor: Molecular pharmacology: the mode of action of
biologically active compounds, New York, 1964, Academic Press.)
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FIGURE 1-7 Dose-effect curves for two drugs differing in receptor affinity by a factor of 1000. Left, A
log scale. Note the identical shapes of the two dose-effect relationships. Right, An arithmetic scale. The
lack of correspondence between the two curves hinders drug comparison.
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FIGURE 1-9 Modification of a pharmacologic effect by drug antagonism. Left, Curve A depicts the dose-
effect relationship of a full agonist; curves +C and +N represent the influences of a competitive (C) and
noncompetitive (N) antagonist. Note the shift to the right of the agonist dose-response curve by the
competitive inhibitor and its downward displacement by the noncompetitive variety. Right, Double-
reciprocal plot of the same curves; the competitive antagonist increases the apparent dissociation constant
(Kp) without influencing the maximum effect obtainable by the agonist (Ej). The noncompetitive

inhibitor selectively decreases Ey;.

results, cannot be duplicated in whole-animal investigations.)
The most potent drug shown is A, with drugs B, C, and D
exhibiting progressively decreasing potencies. The potency of
a drug is the dose required to elicit an arbitrarily determined
level of response (commonly the ECsg). Potency is usually a
matter of little importance because a drug that is very potent
regarding its desirable effects is often equally potent regarding
undesirable effects. In the intact animal (or patient), potency
is influenced by the drug’s ability to reach the receptor (deter-
mined by the rate of absorption and the patterns of distribu-
tion and elimination) in addition to the agent’s intrinsic
activity and receptor affinity. A very active drug will seem to
have low potency if it is not well absorbed, becomes bound
to nonspecific sites, or cannot reach the target organ.

Drugs A and B are full agonists (assuming no other drug
with an affinity for this particular receptor can produce a
greater ceiling effect), and drugs C and D are partial agonists.
Drug D has the smallest intrinsic activity. The consequences
of the low potency of drug B can be completely overcome by
increasing its dose. According to classic receptor theory, drug
B exhibits a lower potency than drug A solely because it has
a weaker affinity for its receptor. Drugs C and D represent a
more complex problem. These agents are less potent than
drugs A and B, which suggests that they possess lesser affini-
ties. Part of their reduced potency, however, is a consequence
of their lower intrinsic activities.

Antagonists

Drugs that bind reversibly to a receptor at the same site as
the agonist but have an intrinsic activity of zero (no receptor
activation; a = 0) are competitive antagonists. By making
receptors less available for agonist binding, a competitive
antagonist depresses the response to a given dose or concen-
tration of agonist. The result is a parallel shift to the right of
the agonist dose-response curve. The most important aspect
of this type of inhibition is that it is completely surmountable
by a sufficiently high dose of agonist. As in enzymology, the
presence of a competitive antagonist produces an apparent
reduction in the affinity of an agonist for its receptor. Com-
petitive antagonisms are common in pharmacology, and
numerous examples are cited in succeeding chapters: hista-
mine versus antihistamines, morphine versus naloxone, ACh
versus atropine, epinephrine versus propranolol, diazepam
versus flumazenil. By virtue of its small intrinsic activity, a
partial agonist can also serve as a competitive antagonist of a
full agonist. The aggregate receptor stimulation from the com-
bination depends on the relative concentrations, receptor
affinities, and intrinsic activities of the two agents.

Another type of antagonism commonly encountered is the
noncompetitive variety. The noncompetitive blockade is
insurmountable in that the ceiling effect of an agonist can
never be reattained, regardless of the dose administered. A
noncompetitive antagonist may decrease the effective number
of receptors by irreversibly binding to the receptor site or
binding with such affinity that the agonist cannot successfully
compete with it for binding. The result is a downward dis-
placement of the agonist log dose-response curve. Figure 1-9
reviews the dissimilarities between the two classic types of
drug blockade as represented in occupation theory.

A third type of antagonism involves allosteric modulation
of the receptor. Binding of the modulating drug at a site sepa-
rate from the agonist binding site can result in changes in
agonist affinity, intrinsic activity, or both. Complex dose-
response relationships may occur.”® If the sole effect of the
modulator is to decrease, but not eliminate, agonist affinity,
the antagonism resembles that of classic competition because
larger doses of the agonist can restore maximum activity.
When all of the receptors have bound modulator molecules,
however, increasing the concentration of modulator further
will have no additional effect because the modulator and
agonist are not in direct competition for the ligand-binding
site. It is unnecessary to continue escalating the concentration
of agonist to overcome the blockade. When the modulator
alters, but does not eliminate, intrinsic activity of the agonist,
the resulting antagonist resembles that of a noncompetitive
antagonist. When all of the allosteric sites are bound by modu-
lator, however, there can be no further depression of the
agonist dose-response curve. Should the modulator com-
pletely eliminate either agonist affinity or intrinsic activity, the
effect will resemble that of a noncompetitive antagonist com-
pletely except that the blockade is usually reversible in time
because most modulators bind noncovalently with the recep-
tor. Further complexities arise because the modulator may
variably influence different agonists. The relative potencies of
several agonists for the muscarinic M2 receptor are as follows:
pilocarpine>ACh>carbachol. In the presence of the M2 recep-
tor modulator eburnamonine, the order becomes carbachol>
ACh>pilocarpine.” Because modulators may also increase
agonist affinity or intrinsic activity or both, potentiation of
agonist action is also a possible outcome of modulator binding.

Limitations of occupation theory

The occupation theory provides a good conceptual framework
to understand receptor-mediated drug effects. Basic to the
foregoing discussion, however, are several assumptions about
the interactions between a drug and its receptor, as follows:



CHAPTER 1 ® Pharmacodynamics: Mechanisms of Drug Action 11

1. One drug molecule reversibly combines with a single
receptor.

2. This binding is independent of other drug-receptor
interactions.

3. The receptors are identical and equally accessible to the
drug.

4. Only a small portion of the total drug is involved in
forming complexes with the receptor.

5. The biologic response is proportional to the degree of
receptor occupancy and independent of time.

Research findings over the last four decades have made
obvious the fact that all these assumptions are usually not
valid regarding individual dose-response relationships. It has
already been mentioned that equal access of receptors to drugs
is unlikely in vivo based on uneven drug distribution. As
illustrated for the nicotinic receptor in Figure 1-2, some recep-
tors require the binding of more than one drug molecule to
become active. Systematic exploration of these assumptions
has led to a fuller understanding of the complexities involved
in dose-response relationships and improved models of drug
action.

Stimulus-Response Coupling

One representative failure of classic occupation theory is its
inability to account for the inhibition of ACh by atropine.
Atropine is typically classified as a competitive antagonist of
ACh. It binds to the ACh receptor and causes an inhibition
that can be surmounted by increasing the concentration of
agonist present. Nevertheless, the association of atropine
with its receptor in some tissues is practically irreversible;
neither ACh nor extensive washing will remove the drug
when it is bound. Atropine should therefore behave as a
noncompetitive antagonist of ACh. To explain the paradox
presented by atropine, pharmacologists borrowed from the
phenomenon of enzyme excess described earlier in this
chapter to postulate the existence of spare receptors. This
amendment to the occupation theory states that for many
agonists there are more receptors available than are required
to yield a maximal response. Although atropine completely
blocks some receptors from binding ACh, a sufficient quantity
remains to produce a ceiling effect, albeit at a higher agonist
concentration. As one might predict, the competitive inhibi-
tion obtained with a conventional dose of an antagonist such
as atropine gradually takes on the characteristics of a noncom-
petitive block as larger doses of the antagonist deplete the
spare receptor pool.

Another observation that cannot be reconciled with classic
occupation theory is the finding that various ligands for the
same receptor can behave as full agonists in one tissue but not
in another expressing the same receptor. The o-adrenergic
agonists norepinephrine and oxymetazoline display essentially
identical potencies and ceiling effects in contracting the ano-
coccygeus muscle in the rat. In the vas deferens, norepineph-
rine remains a full agonist, albeit with less potency, whereas
oxymetazoline decreases in potency and ceiling effect to
become a weak partial agonist.!

These two examples give only a taste of the complexities
that can arise from the gulf that often separates the binding
of a drug by its receptor and the resultant development of a
biologic effect. Even if the assumptions basic to the occupa-
tion theory hold for the initial action of a drug, they often do
not apply to an observed effect that is removed from drug
binding by several intermediate events and where the magni-
tude of drug effect holds a complex relationship to the degree
of receptor occupancy. One useful approach to resolving
these findings with classic occupation theory is to consider the
binding of a drug to its receptor as an initial stimulus, which
is translated by the affected tissue into a response, as illus-
trated by the following equation'*:

Response = f[w}

Kp +[D]

Here, the “effect” of classic occupation theory (see the
Equation on p. 9) becomes the stimulus (in brackets), with
the intrinsic activity replaced by the product of the intrinsic
efficacy (&) and the total number of receptors available for
binding the drug (R,). The function f couples the stimulus to
the response. Intrinsic efficacy refers to the number of recep-
tors that must be activated to yield a maximal response. A
drug with high efficacy needs to stimulate only a small per-
centage of receptors, whereas a drug with lesser efficacy (but
still considered to be a full agonist) must activate a larger
proportion. In the case of a partial agonist, insufficient recep-
tors exist even when fully occupied to yield a maximal
response.

Because full agonists can differ in efficacy and in receptor
affinity, potency differences between drugs such as A and B
in Figure 1-8 cannot simply be ascribed to unequal affinities
for the receptor. Curves similar to those in Figure 1-8 can be
generated by drugs that differ from each other solely in intrin-
sic efficacy, and affinity constants calculated according to
classic occupation theory would be grossly in error.

Figure 1-10 depicts the influence of stimulus-response
coupling on three drugs that have identical dissociation
constants (Kp) for the same receptor but differ significantly
in intrinsic efficacy. In a highly coupled system (Tissue 1), all
three drugs behave essentially as full agonists. In systems with
less efficient coupling (Tissues 2 and 3), drugs B and C are
revealed as partial agonists. Finally, in a system with inefficient
coupling (Tissue 4), drug A remains a full agonist, drug B is
a weak partial agonist, and drug C exhibits no agonistic effect
at all but instead serves as a purely competitive antagonist.
The selective estrogen receptor modulator tamoxifen illus-
trates how differences in tissue response elements can greatly
alter drug activity. Tamoxifen behaves as a full estrogen recep-
tor agonist in some tissues (e.g., mouse uterus), a partial
agonist in others (e.g., rat uterus), and a competitive antago-
nist in still others (e.g., mouse and rat pituitary gland). Figure
1-10 helps explain these diverse responses to tamoxifen.'®
Clinically, selective estrogen receptor modulators are used to
block estrogen receptors in breast tumors and to stimulate
estrogen receptors in managing osteoporosis.

A further complication in describing stimulus-response
coupling arises from findings that the intrinsic efficacy of an
agonist may not be an inherent, invariant attribute with regard
to a given receptor.”® Instead, it seems that an agonist may
exhibit higher efficacy than another agonist with respect to a
given receptor in one tissue yet be less effective in eliciting a
pharmacologic response when stimulating the same receptor
in another tissue that expresses a different response system.
An explanation for this phenomenon is that the two agonists
yield different versions of the active receptor that are unequally
active in stimulating the response systems expressed in the
two tissues.

Competitive antagonists always act in stimulus-response
systems by decreasing the apparent affinity of an agonist for
its receptor without altering the maximal effect that the
agonist can generate. Noncompetitive antagonists, however,
can present different patterns of action based on the coupling
function. Figure 1-11 displays the influence of increasing con-
centrations of a noncompetitive antagonist in a highly coupled
stimulus-response system. As previously described for atro-
pine, low concentrations of the antagonist cause a rightward
shift of the agonist’s dose-response curve, whereas higher
concentrations also depress the maximal effect. For noncom-
petitive antagonists that essentially remove receptors from
the system (i.e., reduce R, in the Equation above) by irrevers-
ibly associating with the ligand-binding site, a complete loss
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FIGURE 1-10 Stimulus-response coupling. Left, The dose-stimulus curves (representing the initial effect
of receptor binding) for three drugs with identical receptor affinity but differing sequentially in relative
efficacy by a factor of 3 (A>B>C). Middle, The tissue-dependent coupling between the initial stimulus
and the evoked response in four different tissues. Right, The dose-response curves for the three drugs in
each tissue. Note the different abscissa for Tissue 1, reflecting the increased potency of drugs in a highly
coupled stimulus-response system. (Adapted from Ross EM, Kenakin TP: Pharmacodynamics: mecha-
nisms of drug action and the relationship between drug concentration and effect. In Hardman JG,
Limbird LE, Gilman AG, editors: Goodman and Gilman’s the pharmacological basis of therapeutics,
ed 10, New York, 2001, McGraw-Hill.)
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FIGURE 1-11 Noncompetitive antagonism in a highly coupled
stimulus-response system. The relative concentration of the non-
competitive antagonist for each agonist dose-response curve is
shown at right. Low concentrations of antagonist (I and 10) cause
a rightward shift in the agonist dose-response curve with little
or no effect on the agonist-induced maximal response. Higher
concentrations (100) increasingly depress the maximal agonist
response, however.

of drug effect can be obtained by giving enough antagonist.
For modulators that reduce intrinsic efficacy (i.e., reduce € in
the Equation on p. 11) to some value other than zero through
an allosteric mechanism, some agonist activity may be retained
in highly coupled systems despite massive doses of the agent
but is completely lost in poorly coupled systems.

Receptor Diversity

In addition to the fact that pharmacologic responses are
usually not linearly related to receptor occupancy, situations
exist in which the receptors for a drug are not identical to one
another. A repeating theme in the elucidation of the auto-
nomic nervous system has been the division of receptor classes
into an increasing array of subtypes with differing drug sensi-
tivities. Part of the explanation for the unusual pharmacology
of tamoxifen was made clear by the discovery that there were
two subtypes of estrogen receptors in various tissues that
responded differently to the agent.'® Individuals may even
harbor differences in receptor structure based on single point
mutations. An important example is the B,-adrenergic recep-
tor, for which numerous single nucleotide polymorphisms
have been identified that may alter drug responsiveness in
diseases such as bronchial asthma.”’ As more refined tech-
niques are developed to study drug-receptor interactions, it is
possible that subtle differences in configuration or membrane
location or both will be found to negate generally the assump-
tion that all receptors are identical and equally accessible to
a drug.

Receptors with Multiple Ligand-Binding Sites

The aforementioned isolation of the nicotinic receptor for
ACh provides an important exception to the assumption of
the occupation theory that a single drug molecule binds to a
single receptor. To activate the nicotinic receptor, two ACh
molecules must be bound at the same time, although at dif-
ferent sites on the molecule.'? Evidence suggests that positive
cooperativity occurs (the binding of one ACh molecule
improves the binding of the second). The requirement for
more than one agonist to bind the receptor before a response
can occur is not uncommon; other ligand-gated ion channels
commonly share this characteristic, as does the insulin recep-
tor and various receptors that must dimerize to become active
(e.g., estrogen receptors).5?!

Pharmacodynamic Tolerance

The preceding discussion of dose-response relationships was
predicated on the often erroneous assumption that the inten-
sity of drug effect is not influenced by the passage of time.
Pharmacodynamic tolerance is a general term for situations in
which drug effects dissipate with time despite the continued
presence of the agonist at a fixed concentration. At the recep-
tor level, various processes in addition to the primary drug
effect are often invoked that subsequently limit pharmaco-
logic responses. In the case of the B-adrenergic receptor
(Figure 1-12), phosphorylation of specific amino acid con-
stituents leads to a loss of drug action, a process termed
desensitization.® The effect is temporary; removal of the
agonist for a certain interval re-establishes tissue responsive-
ness to receptor activation. A longer lasting loss of drug
effect, known as downregulation, may also occur. In this
process, membrane-bound receptors are internalized by the
cell, where they may be sequestered for later use or destroyed
by lysosomal enzymes. Pharmacodynamic tolerance may also
occur independently of any change in the drug receptor or
stimulus-response system. As an illustration of this point,
consider a drug that increases blood pressure by causing vaso-
constriction in selected vascular beds. In response to the
hypertensive effect of the drug, various cardiovascular reflexes
are evoked that tend to reduce blood pressure, including
activation of the parasympathetic nervous system, which
leads to bradycardia. The buildup of lactate and other metab-
olites in the affected tissues also limits vasoconstriction. Even-
tually, additional changes, such as decreased salt and water
retention, may reduce drug responses further. These and
other mechanisms of drug tolerance are described more fully
in Chapter 3.

MULTISTATE MODEL OF DRUG ACTION

As mentioned in the discussion on conformational selection,
receptors may exist constitutively in more than one conforma-
tion. According to the multistate model of drug action, these
forms of receptors are in equilibrium, and drugs act by altering
their relative distributions.’® Figure 1-13 illustrates a simple
two-state version in which the receptor can exist in an active
or inactive configuration. In this model, full and partial ago-
nists increase the proportion of receptors that exist in the
active state. The model does not distinguish between agonists
whose binding tends to force a conformational change in the
receptor to the active form and agonists that bind preferen-
tially to active receptors, stabilizing their configuration and
altering their number through the law of mass action. Drugs
with high efficacy would produce the highest ratios of active
to inactive species; partial agonist binding would produce an
insufficient active form to yield a maximal response (Figure
1-14). Competitive antagonists would associate with recep-
tors regardless of—and without influencing—their conforma-
tional state. Noncompetitive antagonists would limit the
ability of agonist binding to elevate the number of receptors
in the active state by reducing the total number of available
receptors. Allosteric inhibitors would reflect aspects of either
or both forms of antagonism.

The major attractions of the multistate model are that it
gives a physical solution for differences in efficacy between
congeners, and that it affords a simple mechanism for the
pharmacologic response elicited by drug binding. It also pro-
vides an excellent explanation for drugs known as inverse
agonists. An inverse agonist causes an effect opposite to that
of the agonist, in contrast to a competitive antagonist, which
simply blocks the agonist (or the inverse agonist) but has no
inherent effect by itself. In a tonically active pathway, a drug
that preferentially binds to the inactive configuration or
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FIGURE 1-12 Rapid desensitization and longer term downregulation of the B-adrenergic receptor.
A, Response to a B-adrenoceptor agonist (ordinate) versus time (abscissa). Temporal exposure to a
constant concentration of agonist is indicated by the shaded bars. The break in the time axis indicates
passage of time in the absence of agonist. Desensitization refers to the reduced cAMP production after
several minutes in the continued presence of agonist; restored response is observed after a brief period
(typically several more minutes in the absence of agonist). B, Agonist-induced phosphorylation by a G
protein—coupled receptor kinase (GRK) of carboxyl terminal hydroxyl groups (—OH) of the B adreno-
ceptor. This phosphorylation induces binding of a protein, B-arrestin (B-arr), which prevents the receptor
from interacting with G,. Removal of agonist for a short time (e.g., several minutes) allows dissociation
of B-arr, removal of phosphate (®) from the receptor by phosphatase (P‘ase), and restoration of the
receptor’s normal responsiveness to agonist. C, Agonist-induced endocytosis and endocytotic membrane
trafficking of receptors. B-Arrestin promotes receptor binding to an endocytotic structure in the plasma
membrane called a coated pit. After short-term agonist exposure, receptors primarily undergo dephos-
phorylation by P’ase and recycling, promoting rapid recovery of signaling responsiveness. After longer
term agonist exposure, receptors that have undergone endocytosis are degraded by lysosomes, promoting
the process of receptor downregulation. (From Bourne HR, von Zastrow M: Drug receptors and phar-
macodynamics. In Katzung BG: Basic and clinical pharmacology, ed 10, New York, 2007, McGraw-Hill
Professional.)
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FIGURE 1-13 Two-state model of drug-receptor interaction. The
receptor can exist in an active (R,) or inactive (R;) state, as gov-
erned by the equilibrium constant K;,. Unless the receptor medi-
ates a tonically active process, K, greatly favors the inactive form.
Drugs (D) may bind to R,, R, or both. Agonist binding alters the
proportion of active (R, + DR,) to inactive (R; + DR;) receptors.

induces its formation would behave as an inverse agonist.
Such agents (e.g., B-carboline) have been described for the
benzodiazepine receptor. In contrast to sedative benzodiaze-
pines such as diazepam, these experimental drugs cause
anxiety and CNS arousal. Flumazenil, a competitive antago-
nist of the benzodiazepine receptor, reverses the effects of
agonists and inverse agonists.'” Additional examples of inverse
agonism have been shown for various G protein receptors
overexpressed in cells experimentally or after neoplastic trans-
formation. Inhibition of constitutionally active oncogenes
by inverse agonists may provide a new strategy for cancer
chemotherapy.

A final advantage of the multistate model is that it can
accommodate desensitization and time-dependent actions of
drugs such as nicotine. Nicotine exhibits a complex pharma-
cologic profile. Initially, this natural alkaloid acts like an
agonist: it stimulates ACh receptors at autonomic ganglia and
in skeletal muscle. The stimulation is temporary, however,
and in minutes the action of nicotine transforms from that of
excitation to one of antagonism. This metamorphosis can be
adequately explained if one assumes that a third, or “desensi-
tized,” configuration of the receptor exists to which active
receptors are slowly converted and from which they even
more slowly recover. Nicotine, by increasing the proportion
of active receptors, causes an initial stimulation and a subse-
quent prolonged loss of activity as receptors are progressively
trapped in the desensitized state.

RECEPTOR-INDEPENDENT DRUG ACTIONS

No description of drug action would be complete without a
consideration of agents that exert pharmacologic effects
through receptor-independent mechanisms. Aside from the
fact that these drugs act without the benefit of receptor inter-
mediaries, there are no common traits serving to link this
miscellaneous array of compounds. It has also proved impos-
sible to derive a quantitative description of drug responses
akin to that presented for receptor-based agents. The very
diversity of these drugs precludes any unifying relationship
between dose and effect. Nevertheless, concentration-effect
curves similar to those previously discussed are often obtained
with these drugs, and general concepts such as potency and
efficacy still apply. For the sake of discussion, these drugs are
grouped arbitrarily into three categories: chemically reactive
agents, physically active agents, and counterfeit biochemical
constituents.

Agonist

Partial agonist

R./R,

Antagonist

Inverse agonist

| | | I
Log dose

FIGURE 1-14 Dose-effect relationships according to the two-
state model. In this example, a tonically active process is depicted.
Full agonists can increase the ratio of active to inactive receptors
(R/R)) above that which causes the ceiling effect (dotted line);
partial agonists also increase the ratio, but to a lesser maximal
degree. Antagonists bind without disturbing the existing R./R;
ratio, and inverse agonists exert an opposite effect by reducing
the R/R,; ratio and inhibiting a normally active pathway. In this
example, all the drugs are assumed to have the same receptor
affinity.

Chemically Reactive Agents

Chemically reactive drugs include a wide variety of com-
pounds, some of which interact with small molecules or ions,
whereas others attack proteins and other macromolecules.
Gastric antacids and metallic ion chelators are two kinds of
drugs that combine with inorganic substances within the
body. Of particular importance to dentistry are the systemic
and topical fluorides used to increase tooth resistance against
dental caries. Also of interest is dimercaprol, a chelating agent
capable of forming coordination complexes with mercury and
other heavy metals. Drugs affecting macromolecules include
most germicides and the antineoplastic alkylating agents.
Sodium hypochlorite solutions provide antisepsis and facili-
tate canal debridement during endodontic therapy because
they release hypochlorous acid, a potent chemical disrupter
of biologic matter. Generally, these compounds can be readily
distinguished from drugs that are receptor mediated. With the
exception of certain chelating agents, they lack specificity and
may individually react with various substances, organic or
otherwise. Minor structural modifications also do not usually
influence drug activity. Finally, the reactions of these drugs
rely heavily on covalent bonding or on strong ionic attach-
ments; they do not usually depend on hydrophobic or weak
electrostatic interactions.

Physically Active Agents

Physically active agents, in contrast, are often useful therapeu-
tically because they are chemically inert and can safely be used
for their colligative properties. Magnesium sulfate is an effec-
tive cathartic because it is not absorbed from the gastrointes-
tinal tract and exerts an osmotic effect, causing retention of
large amounts of water within the intestinal lumen. The colon
becomes distended and is stimulated to undergo expulsive
contraction. Through a similar osmotic mechanism, mannitol
helps reverse cerebral edema in a patient with traumatic brain
injury. A totally unrelated physical mechanism is evoked by
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hydrogen peroxide. Although highly reactive, hydrogen per-
oxide is useful in wound debridement because of its efferves-
cent action. The release of gas bubbles promotes the physical
removal of debris from injured tissues.

The physically active agents generally exhibit a surprising
lack of structural specificity. For many agents, the major
requirements for activity seem to be a certain pharmacologic
inertness coupled with the ability to be administered in high
concentrations (compared with most other drugs) without
causing undue toxicity.

Counterfeit Biochemical Constituents

The counterfeit biochemical constituents resemble antime-
tabolite drugs inasmuch as they are artificial analogues of
natural substrates. They have to meet the same rigid structural
requirements as do their receptor-based counterparts. Coun-
terfeit agents do not inhibit enzymes, however; they are
instead incorporated into specific macromolecules by the cell.
The resulting drug effects arise from an altered biologic activ-
ity of the affected macromolecules or from their increased
susceptibility to destruction. The 2’-deoxycytidine analogue
cytarabine is representative of this group. When incorporated
into a cell's DNA, cytarabine inhibits the reparative and
replicative functions of DNA polymerase. Affected cells may
undergo apoptosis or terminal differentiation. Agents of this
type are used therapeutically in the treatment of several neo-
plasias and microbial infections.
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Pharmacokinetics: The Absorption, Distribution,

and Fate of Drugs

JOHN A. YAGIELA

When the magnitude of a drug’s pharmacologic effect is quan-
tified as a function of dose, the tacit assumption is that the
drug concentration vicinal to the site of action is linearly
related to the amount administered. Although this assump-
tion may strictly apply to an in vitro test, it ignores the
temporal factors that modify drug effects in vivo. Drug con-
centrations are rarely static; they increase and decrease as
dictated by the processes of absorption, distribution, metabo-
lism, and excretion. This chapter examines these processes

(Figure 2-1) and how they influence the passage of drugs
through the body.

PASSAGE OF DRUGS ACROSS MEMBRANES

For a drug to be absorbed, reach its site of action, and eventu-
ally be eliminated, it must cross one or more biologic mem-
brane barriers. These may consist of a single plasma membrane
or constitute a layer of closely packed cells. Because such bar-
riers to drugs behave similarly, the cell membrane can serve
as a prototype for all. The plasma membrane is composed of
a bimolecular sheet of lipids (primarily phospholipids and
cholesterol) with proteins interspersed throughout and
extending beyond the lipid phase of the membrane (Figure
2-2).85! The presence of protein molecules spanning the
entire thickness of the membrane provides a necessary link
between the extracellular environment and the cell interior,
which is consistent with the concept that drug activation of
a membrane-bound receptor on the external surface of a cell
can be directly translated into an intracellular response. Spe-
cific transmembrane proteins also provide important path-
ways for the uptake and extrusion of drugs.

Passive Diffusion

The passage of drugs across biologic membranes can involve
several different mechanisms. Of these, passive diffusion is
the most commonly encountered. The defining characteristic
of passive diffusion is that the drug moves down its electro-
chemical gradient when crossing the membrane.

Simple diffusion

Studies by Overton and Meyer more than a century ago
showed that the cell membrane acts for the most part as a lipoid
barrier. As shown by Collander (Figure 2-3), the rate of transfer
of nonelectrolytes across a membrane is directly proportional
to the lipid/water partition coefficient. (The partition coeffi-
cient is a measure of the relative solubility of an agent in a fat
solvent, such as olive oil or octanol, versus its solubility in
water.) A drug with a high partition coefficient (i.e., a lipophilic
drug) readily enters the lipid phase of the membrane and passes
down its concentration gradient to the aqueous phase on

the other side. More molecules are then free to enter the
membrane and continue the transfer process. With poorly
lipid-soluble compounds, however, few molecules enter the
membrane per unit of time, and the rate of passage is depressed.

The absence of an ionic charge is one major factor favoring
lipid solubility. Drugs with a fixed charge, such as drugs con-
taining a quaternary nitrogen atom, permeate membranes
slowly if at all. The reason for the relative solubility of nonion-
ized molecules in lipids relates to their exclusion from polar
media. Simple ions and charged molecules are stabilized in
water by the hydration shells that surround them, a conse-
quence of the tendency of charged species to orient polar
molecules. This process excludes nonpolar substances, and the
resulting segregation causes them to coalesce in a manner
analogous to the formation of oil droplets on the surface of
water. The term hydrophobic bonding, introduced in Chapter
1, refers to the tendency for water-insoluble molecules to be
drawn together; this behavior is responsible for the preferen-
tial tendency of lipid-soluble drugs to penetrate cell mem-
branes by way of the lipid components. Ionized compounds
are so stabilized by their interaction with water that move-
ment into a lipid phase is markedly restricted. Many thera-
peutic agents are weak electrolytes; depending on the pH of
their aqueous environment, they can exist in ionized and
neutral forms. Because charged molecules penetrate mem-
branes with considerable difficulty, the rate of movement of
these drugs is governed by the partition coefficient of the
neutral species and the degree of ionization. As illustrated in
Figure 2-4, acidic conditions favor the transport of weak acids,
and the opposite holds true for basic compounds.

The same concept of water interaction used to explain
the aqueous solubility of ions also applies to many nonionic
molecules. Although unsubstituted aliphatic and aromatic
hydrocarbons have little or no tendency to react with water,
affinity for water molecules is not restricted to structures
with a formal charge. Organic residues possessing electro-
negative atoms such as oxygen, nitrogen, and sulfur can
interact with water through the formation of hydrogen bonds
to provide some degree of aqueous solubility.

Figure 2-3 shows that lipid solubility is not the only factor
influencing the simple diffusion of uncharged drugs across cell
membranes; molecular size is also important. Water, glycerol,
and some other small molecules permeate much more readily
than would be predicted from their respective partition coef-
ficients. Figure 2-3 also shows that some large organic mole-
cules diffuse more slowly than expected. Nonelectrolytes
containing numerous hydrophobic groups are often so insol-
uble in water that their transit across the lipid/water interface
may be retarded despite a favorable partition coefficient.?
This finding suggests that some degree of water solubility is
necessary for the passive diffusion of drugs across membranes.
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FIGURE 2-1 Outline of the major pathways of absorption, distri-
bution, metabolism, and excretion of drugs. Compounds taken
orally must pass through the liver before reaching the systemic
circulation. When in the bloodstream, agents are distributed
throughout the body and come in contact with their respective
sites of action. Drugs are filtered by the kidney, only to be reab-
sorbed if lipid soluble. Metabolism of many drugs occurs primar-
ily in the liver, after which the metabolites are excreted in bile
or urine. Some agents eliminated in the bile are subject to reab-
sorption and may participate in an enterohepatic cycle.
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FIGURE 2-3 Relationship between membrane permeability and
lipid (olive oil)/water partition coefficient in Chara certatophylla.
Each circle represents a single nonelectrolyte with a molecular
radius as indicated in the key. Small compounds permeate more
readily than their partition coefficient would indicate; the reverse
is true for large molecules. (Adapted from Collander R: The
permeability of plant protoplasts to small molecules, Physiol
Plantarum 2:300-311, 1949.)
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FIGURE 2-2 The plasma membrane depicting the lipid bilayer, composed of phospholipids and choles-
terol, and the globular and linear proteins, which are anchored within the membrane by a-helical seg-
ments and extend beyond the 40-A thick bilayer on the extracellular and cytoplasmic surfaces. For
clarity, the ratio of lipid to protein is much larger than exists in natural membranes. Glycolipid compo-
nents of the membrane and saccharide polymers attached to proteins are also shown. (Redrawn from
Bretscher MS: The molecules of the cell membrane, Sci Am 253:100-108, 1985.)

No matter how lipid soluble an agent is, it will never cross a
membrane if it cannot first dissolve in the extracellular fluid
and be carried to the structure. Benzocaine, an active local
anesthetic when applied directly to nerves, is ineffective after
injection because its water insolubility precludes significant
diffusion away from the administration site and toward its
locus of action within the neuronal membrane. When inside
the membrane, a drug with an extremely high partition coef-
ficient may be so soluble in the lipid phase that it has little

tendency, despite moderate solubility in water, to diffuse out
of the membrane down its concentration gradient.’® A review
of human clinical data involving more than 2400 compounds
suggests that simple diffusion will be poor if a drug has two
or more of the following characteristics: (1) more than five
H-bonding donor groups, (2) more than five H-bonding
acceptor groups, (3) more than 10 N and O atoms, (4) a
molecular weight greater than 500 Da, and (5) a partition
coefficient greater than 10,000:1.%
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FIGURE 2-4 Membrane penetration by weak electrolytes. The
nonionic species of drugs (HA, B) permeate membranes much
more efficiently than do the charged forms (A, BHY). Acidic
conditions shift the dissociation curves to the left, favoring the
diffusion of weak acids. An increase in pH favors the loss of
hydrogen (H”) and the diffusion of weak bases.

Simple diffusion across capillary walls warrants special
comment. In addition to the transcellular pathway of drug
diffusion just described for lipid-soluble agents, an aqueous
paracellular pathway formed by 10-nm to 15-nm clefts
between the endothelial cells of most capillaries permits the
aqueous diffusion of water-soluble drugs between the plasma
and extracellular space. Hydrophilic molecules up to small
proteins in size can use this route; fixed negative charges along
the diffusion pathway tend to promote the movement of
positively charged macromolecules while restricting move-
ment of those with net negative charges.

Adding to the paracellular movement of drugs across capil-
laries is the bulk flow of water that moves in relation to the net
balance of hydrostatic and osmotic forces between the vascular
and interstitial compartments. This net transfer of fluid,
termed convection, carries with it dissolved drugs and other
solutes. Convective movement of most drugs is quantitatively
inconsequential; however, it may play a major role in the
movement of proteins and other macromolecules that avoid
filtration by the endothelium, especially in inflamed tissues.
The small amounts of albumin and other plasma proteins that
reach the extracellular space (4% per hour for albumin) are
largely returned to the circulation by lymphatic convection.

Facilitated diffusion

Water, small electrolytes, and hydrophilic molecules of bio-
logic importance generally move across plasma membranes
much more readily than would be predicted by simple
diffusion. In these instances, transmembrane proteins that
circumvent the lipid bilayer facilitate diffusion. The simplest
mechanism involves a transmembrane pore, such as aquaporin
1. Discovered in 1991, aquaporin 1 is a 28-kDa polypeptide
that forms a 3-A channel through which water can enter or
leave cells. More than 10 aquaporins have been discovered in
mammalian tissues and are especially prominent in cells and
organs involved with the transcellular movement of water:
kidneys, capillaries, secretory glands, red blood cells, choroid
plexus, brain glia, eyes, and lungs."** Some aquaporins are
selective for water only, increasing its membrane permeability
by a factor of 10 to 100; others permit the passage of glycerol
and several other molecules in addition to water.

The movement of specific ions (e.g., Na*, K*, and Ca*™)
across the cell membrane is facilitated by the presence of
transmembrane channels, such as the nicotinic receptor
described in Figure 1-2 and the Na* channel illustrated in
Figure 16-4. The opening of these gated channels (in contrast
to porins, which are always open) is regulated by the electric
potential across the membrane or by the presence of specific
ligands, such as neurotransmitters. When a channel is open,
passive diffusion of an ion capable of traversing it depends on

the electric potential across the membrane and the ion’s own
chemical gradient. Boosting the electrochemical gradient by
manipulating the voltage across the cell membrane is an effec-
tive method of increasing ionic flow. Even in the absence of
specific ion channels, the transport of fixed ions and weak
electrolytes across tissue barriers can be facilitated by the
appropriate use of electric current (as in iontophoresis, dis-
cussed subsequently).

Numerous lipid-insoluble substances are shuttled across
plasma membranes by forming complexes with specific mem-
brane constituents called carriers or transporters. Carriers are
similar to receptors in many ways; they are proteins, often
quite selective in the agents with which they combine, and
subject to competitive inhibition. Because the number of
transporter molecules is finite, carrier-mediated diffusion can
be saturated at high drug concentrations. The GLUT family
of glucose transporters is representative of carrier proteins
that facilitate the movement of hydrophilic solutes across cell
membranes. The initial step in the facilitated diffusion of
glucose is its binding to the exposed active site of the trans-
porter protein. This binding sequentially causes an external
barrier or gate to close and interior gate to open, after which
the glucose is released into the cell. The loss of glucose causes
the internal gate to close and the external gate to open, expos-
ing the active site and completing the cycle.

Active Transport
Active transport is the term given to the carriermediated
transfer of a drug against its electrochemical gradient. In addi-
tion to exhibiting selectivity and saturability, active transport
requires the expenditure of energy and may be blocked by
inhibitors of cellular metabolism. Active transport permits the
efficient absorption of substances vital for cellular function
(and certain drugs that resemble them structurally) and the
selective elimination of waste products and foreign chemicals,
including many drugs. Approximately 2000 genes—7% of the
total human genome—code for transporters and associated
proteins. Two superfamilies of transporters are of special sig-
nificance to pharmacokinetics: ATP-binding cassette (ABC)
transporters, and solute carrier (SLC) transporters.
Approximately 49 ABC transporters hydrolyze adenosine
triphosphate (ATP) to provide the energy directly needed
for molecular transport and are referred to as primary active
transporters. P-glycoprotein (P for altered permeability), also
known as multidrug resistance protein-1 (MDR-1) and given the
designation ABCBI1 by the Human Gene Nomenclature
Committee, is the most extensively researched representative.
Originally identified in 1976 for its ability to expel numerous
antineoplastic drugs from mutated cells that overexpress it,
P-glycoprotein is a 170-kDa glycoprotein composed of two
subunits in a head-to-tail arrangement (Figure 2-5).**® Each
subunit contains a transmembrane domain of six o-helices
that span the plasma membrane and help form the pump
itself, and a nucleotide-binding domain (also known as the
ABC cassette) that hydrolyzes ATP to power the transport.
Many ABC transporters are referred to as half transporters
because they consist of only a single subunit and must dimer-
ize to create the active pump. P-glycoprotein preferentially
promotes the cellular extrusion of large (300 Da to 2000 Da)
hydrophobic substances and neutral or positively charged
amphiphilic molecules. Transported drugs include numerous
anticancer agents (e.g., doxorubicin, vinblastine, and pacli-
taxel), antiviral compounds (e.g., ritonavir), Ca**-channel
blockers (e.g., diltiazem), digoxin, antibiotic and antifungal
drugs (e.g., erythromycin and ketoconazole), hormones (e.g.,
testosterone), and immunosuppressants (e.g., cyclosporine).
Drug binding occurs within the plasma membrane near
the cytoplasmic surface, limiting transport to drugs with good
lipid solubility or sufficient length to reach the active site.
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FIGURE 2-5 Structure of P-glycoprotein. Two trans-
membrane domains (TMDs) provide the transport
mechanism and are powered by the nucleotide-binding
domains (NBDs) that hydrolyze ATP. A, Three-
dimensional model. Top, Lateral view. The transmem-
brane helices are darkened; four a-helical structures
that do not traverse the membrane are lightly shaded,
including one (*) that is partially intracellular in loca-
tion. Dashed lines delimit the lipid bilayer. Bottom,
View from the extracellular space illustrating the pseu-
dosymmetric arrangement of the transmembrane
helices. B, Two-dimensional topology. (A, Adapted
from Rosenberg MF, Callaghan R, Modok S, et al:
Three-dimensional structure of P-glycoprotein, J Biol
Chem 280:2857-2862, 2005; B, adapted from Sarkadi
B, Homolya L, Szakacs G, et al: Human multidrug resis-
tance ABCB and ABCG transporters: participation in a
chemoimmunity defense system, Physiol Rev 86:1179-
1236, 2006.)

P-glycoprotein is expressed in various cells, but the highest
concentrations are located in intestinal epithelial cells; renal
proximal tubular cells; canalicular membranes of hepatocytes;
the capillary endothelium of the brain, choroid plexus, testes,
and placenta; placental trophoblasts; adrenocortical cells;
and stem cells.*® Other ABC transporters important in phar-
macokinetics include the multidrug resistance-associated
protein (MRP) family. Collectively, the MRP transporters are
also widespread and involved in the vectorial (one-way)
movement of drugs and other xenobiotics. In contrast to
P-glycoprotein, the MRP transporters pump amphiphilic mol-
ecules with at least one negative charge. These substrates
include bile salts, nucleotide analogues, and conjugates of
glutathione, glucuronic acid, and sulfate.

The known SLC transporters encompass 48 families
encoded in 400 genes. Because the SLC transporters do not
directly use ATP as an energy source for transport, they are
more accurately referred to as secondary active transporters.
The Na* pump (or Na*/K*-ATPase), which uses about one
fourth of the body’s ATP production, is the principal driving
force for secondary active transport. By maintaining a large
electrochemical gradient for Na* across the plasma mem-
brane, movements of molecules that are energetically coupled
to Na* (or another ion with a strong electrochemical potential
difference across the membrane) can occur against their own
concentration gradients. Secondary active transporters that
move the coupled substances in the same direction as the
linked ion are termed cotransporters or symporters. In contrast,
antiporters or exchangers move the coupled substances in the
opposite direction. Many SLC transporters (including the
GLUT family described previously) allow the transmembrane
movement of specific chemicals down their own electrochem-
ical gradients and support facilitated diffusion. In contrast to
the ABC transporters, SLC transporters can facilitate the
bidirectional movement of substrates based on their existing
concentrations across the cell membrane.

Organic anion transporters (OATSs) and organic anion—
transporting polypeptides (OATPs) are important families of
SLC transporters involved in pharmacokinetics.®®> As a group,
they promote the cellular uptake of acidic drugs into the liver,
kidney, intestine, lung, and brain, and their excretion via the
bile and urine. An analogous family of organic cation trans-
porters (OCTs) provides similar handling of positively charged
drugs.

COOOOO00N000

NV

il

)

OO0

Fo Yo% & . Out

Endocytosis and Exocytosis

The processes of endocytosis and exocytosis are together the
most complex methods of drug transfer across a biologic
membrane. The term endocytosis refers to a series of events in
which a substance is engulfed and internalized by the cell.
(Phagocytosis, or “cell eating,” is a variant of endocytosis asso-
ciated more with the removal of particulate matter by mac-
rophages than with drug transport.)

Endocytosis usually begins with the binding of a com-
pound, usually a macromolecule, to be absorbed by its recep-
tor on the membrane surface. Two good examples are
the attachment of low-density lipoprotein (LDL) and insulin
to their respective receptors. With time, the bound agent-
receptor complex is concentrated in an indentation of the
membrane called a coated pit. (This migration also occurs
spontaneously with the LDL receptor.) Clathrin, a cytoplas-
mic protein that attaches to the internal surface of the plasma
membrane, serves to capture the receptors within the pit
while excluding other surface proteins.** Internal rearrange-
ment of its structure deepens the pit, forming a coated bud.
A second protein, termed dynamin, is believed to congregate
around the collar of the invaginated bud and initiate separa-
tion from the membrane. When released, the vesicle loses its
clathrin coat and fuses with an organelle called the endosome.
Some of the captured contents, such as LDL receptors, are
recycled back to the plasma membrane by transport vesicles;
the remainder undergo lysosomal processing and release into
the cytoplasm.

An alternative method of endocytosis involves indenta-
tions on the plasma membrane termed caveolae. Caveolae
contain large amounts of cholesterol covalently linked to
caveolin-1, the primary structural protein of these structures.
The internalization process also involves vesicle formation,
but clathrin and endosomes do not participate in the internal-
ization process.

The complementary process of exocytosis occurs when
vesicles, such as those produced by the Golgi apparatus, fuse
with the plasma membrane and discharge their contents
outside the cell. Exocytosis is the primary method by which
cellular products such as regulatory hormones are secreted by
the cell. The term transcytosis is descriptive of a coupled form
of endocytosis and exocytosis leading to the transfer of drug
from one epithelial surface of a cell to another. In this sce-
nario, the endosomal vesicle described previously avoids lyso-
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somal capture, is transported across the cell, and fuses with
the plasma membrane to release its contents extracellularly.
Cells generally are capable of endocytosis; however, exo-
cytosis and transcytosis are most intensive in tissues adapted
for the absorption, distribution, and export of important food-
stuffs, regulatory hormones, and secretory products. Endocy-
tosis/transcytosis is probably responsible for the absorption of
antigenic proteins and certain toxins from the small intestine
and for the transfer of large molecules between tissue com-
partments. It plays a minor role in the transport of most drugs.

ABSORPTION

Absorption refers to the transfer of a drug from its site of
administration into the bloodstream. The particular route of
administration selected greatly influences the rate and perhaps
the extent of drug absorption.

Oral Ingestion

Oral ingestion was the first and is still the most commonly
used method for the administration of therapeutic agents. The
major advantages of the oral route lie in three areas: conve-
nience, economics, and safety. Patient acceptance of oral
medication is good because the technique itself is painless,
and trained personnel are not required for its accomplish-
ment. The convenience and low cost with respect to other
modes of therapy are especially prominent for drugs that must
be given several times daily on a long-term basis. The oral
route is relatively safe because drug absorption is compara-
tively slow. Sudden high blood concentrations are not nearly
as likely to be achieved by the ingestion of drugs as they are
by parenteral injection. Allergic reactions are also less likely
to occur, especially serious reactions. The oral route does have
some drawbacks, however. Because self-administration is the
rule, patient compliance is required for optimal therapy. Drug
absorption is likely to be delayed (on a clinical average of 30
to 60 minutes) and may be incomplete. Metabolic inactiva-
tion or complex formation may also occur before the drug has
a chance to reach the systemic circulation. These limitations
to the oral route translate into an increased variability in
patient response. Finally, the spectrum of adverse reactions
caused by oral medication can extend from one end of the
gastrointestinal tract to the other.

Drugs taken orally may be absorbed along the entire ali-
mentary canal, but the relative degree of contact with the
mucosa determines the amount of uptake in each segment.
Variables affecting absorption include the duration of expo-
sure, the concentration of the drug, and the surface area
available for absorption. Under normal circumstances, the oral
and esophageal mucosa are exposed too briefly to a drug

during the process of swallowing for any absorption to occur.
The colon normally plays no role in the uptake of orally
administered compounds because, with the exception of some
sustained-release preparations, little absorbable drug usually
reaches it. By exclusion, the bulk of drug absorption must
occur in the stomach and small intestine.

Influence of pH

As previously discussed, absorption is favored when the drug
ingested is lipid soluble. For weak electrolytes, the pH of the
surrounding medium affects the degree of ionization and drug
absorption. Because the H* concentrations of the stomach and
small intestine diverge widely, the two structures seem to be
qualitatively dissimilar in their respective patterns of drug
absorption. Figure 2-6 illustrates this difference and its effect
on the previously commonly used analgesic combination of
aspirin plus codeine. Aspirin is an organic acid with a pK,
(negative log of the dissociation constant) of 3.49. In gastric
juice (pH 1 to 3), aspirin remains largely nonionized, and its
passage across the stomach mucosa and into the bloodstream
is favored. The plasma has a pH of 7.4, however. On entering
this environment, the aspirin becomes ionized to such an
extent that return of the drug to the gastrointestinal tract is
prevented by the low lipid solubility of the anionic species.
When equilibrium is established, the concentration of nonion-
ized aspirin molecules on both sides of the membrane is the
same, but the total amount of drug (ionized plus neutral
forms) is much greater on the plasma side. The relative con-
centration of drug in each compartment can be calculated
with the Henderson-Hasselbalch equation, as follows:

base(A™)

DA ) JH-
Ogacid(HA) P

pK,

This unequal distribution of drug molecules based on the
pH gradient across the gastric membrane is an example of ion
trapping. The biologic process that sustains this partitioning
is the energy-consuming secretion of H* by the gastric parietal
cells. Because few organic acids have a pK, low enough to
permit significant ionization at stomach pH, almost all acidic
drugs should theoretically be effectively absorbed across the
gastric mucosa.

For bases such as codeine (pK, 7.9), the opposite
applies. Codeine is almost completely ionized in the acidic
environment of the stomach; absorption is negligible. At equi-
librium, virtually all the drug remains within the stomach.
Only very weak bases are nonionized at gastric pH and avail-
able for absorption. The ion trapping of basic compounds
within the gastric lumen is sometimes useful in forensic medi-
cine. Many drugs subject to abuse are organic bases (e.g.,
heroin, cocaine, and amphetamine). Even when injected

Stomach Plasma
pH 1.4 pH 7.4
Aspirin A HA HA A
pK, 3.4
0.01 1.0 1.0 10,000
Total 1.01 10,001
drug Plasma .- 10°
Gastric 1
Codeine BH' =——>B=—+>B=——> BH*
pKa 7.9 6
3.16 X 10 1.0 1.0 3.16
Total 3.16 x 10° 416
drug PlasmaR i 1
Gastric 1atl0 = 48

FIGURE 2-6 Gastric absorption of aspirin, a weak acid, and
codeine, a weak base. The absorption of aspirin is promoted
by ion trapping within the plasma; the low pH of stomach
fluid favors gastric retention of codeine. (The 3.49 pK, of
aspirin is truncated to 3.4 for purposes of illustration.)
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intravenously, they tend to accumulate in the stomach by
crossing the gastric mucosa in the reverse direction. Questions
of intravenous overdosage can often be answered from the
analysis of stomach contents.

When the gastric fluid passes into the small intestine, it is
quickly neutralized by pancreatic, biliary, and intestinal secre-
tions. The pH of the proximal one fourth of the intestine
varies from 3 to 6, but it reaches neutrality in more distal
segments. Under these more alkaline conditions, aspirin con-
verts to the anionic form, whereas a significant fraction of the
codeine molecules give up their positive charge. Although
basic drugs are favored for absorption over acids in the small
intestine, ion trapping is not as extensive because the pH dif-
ferential across the intestinal mucosa is small. Differences in
intestinal absorption based on pH are more concerned with
the rate of uptake than with its extent. As one might expect,
neutralization of gastric contents by the administration of
antacids or ingestion of food temporarily removes the qualita-
tive disparity in electrolyte absorption normally observed
between the stomach and the small intestine.

Mucosal surface area

A second major difference between absorption in the stomach
and absorption in the small intestine relates to the intralumi-
nal surface areas involved in drug uptake. Aside from certain
mucosal irregularities (rugae), the stomach lining approxi-
mates that of a smooth pouch with a thick mucous layer. The
mucosa of the small intestine is uniquely adapted for absorp-
tion, however. Contributions by the folds of Kerckring, villi,
and microvilli combine to increase the effective surface area
600-fold. Assuming a small intestine 280 cm in length and
4 cm in diameter, approximately 200 m? are available for drug
absorption. The surface/volume ratio in the small intestine is
so great that drugs ionized even to the extent of 99% may still
be effectively absorbed. Many studies have shown that acidic
drugs with a pK, greater than 3.0 and basic compounds with
a pK, less than 8.0 readily pass from the intestinal fluid into
the plasma.'® Although pH considerations favor the gastric
absorption of aspirin, as much as 90% of the drug when given
in tablet form is actually absorbed from the small intestine in
vivo. Experimentally, nonelectrolytes such as ethanol are also
absorbed from the intestine many times faster than from the
stomach.

Gastric emptying
Because almost any substance that can penetrate the gastroin-
testinal epithelium is best absorbed in the small intestine, the
rate of gastric emptying can significantly affect drug absorp-
tion, particularly for organic bases that are not absorbed at all
from the stomach. Gastric emptying is accomplished by con-
traction of the antrum of the stomach. A cyclical pattern of
activity occurs in fasting patients where periods of quiescence
(about 1 hour each) are followed by contractions that increase
in intensity over a 40-minute period before terminating in a
short burst of intense contractions that migrate from the
stomach to the distal ileum. Ingesting a tablet or small volume
of liquid may result in gastric retention of the drug for 1 hour
or longer. After eating a meal, sustained antral and pyloric
contractions help break up the ingested food and permit the
extrusion of liquid into the duodenum while retaining parti-
cles more than 1 mm in diameter within the stomach. A mixed
meal of solids and liquids usually begins to enter the duode-
num in about 30 minutes and requires about 4 hours to leave
the stomach completely. A glass of water ingested on an empty
stomach is moved into the small intestine in exponential
fashion, with half of the water expelled from the stomach in
15 minutes, and essentially all of the liquid removed by 1 hour.
A major variable in delaying gastric emptying is the pres-
ence of fat. Unless drug-induced irritation of the gastric
mucosa must be avoided, most oral medications should be

taken in the absence of food but with a full glass of water.
This procedure speeds drug entry into the small intestine and
provides maximum access to the gastrointestinal mucosa.
Occasionally, the presence of a fatty meal promotes the
absorption of a drug that has a high lipid but low water solu-
bility. The antifungal agent griseofulvin, the protease inhibitor
saquinavir, and the fat-soluble vitamins are examples of sub-
stances that are better absorbed in the presence of lipids. In
these instances, the delay in gastric emptying produced by the
high fat content of the chyme is compensated for by a more
complete absorption.

Additional situations in which food enhances drug uptake
have been reviewed.*® Nevertheless, because gastric empty-
ing is often a limiting factor in the rate of drug absorption,
many unrelated drugs exhibit latency periods (the lag phase
between oral ingestion and onset of drug effect) of a similar
magnitude.

Influence of dosage form

Although the times required for gastric emptying and for dif-
fusion across the mucosal barrier undoubtedly contribute to
the delayed onset of action of drugs taken orally, situations
exist in which these events are not rate limiting. Most drugs
intended for oral use are marketed in the form of capsules or
solid tablets. In contrast to solutions, these preparations must
first dissolve in the gastrointestinal fluid before absorption can
occur. If dissolution is very slow, it can become the controlling
factor in drug absorption.

The first step in the dissolution process is the disintegra-
tion of the tablet (or the capsule and its granules) to yield the
primary drug particles. Various excipients are usually included
in solid drug preparations to promote disintegration and par-
ticle dispersion. If disintegration is impaired, drug absorption
is depressed accordingly. The dissolution of drug particles
occurs by a diffusion-limited mechanism. The diffusion layer
of solvent surrounding each particle becomes saturated very
quickly with drug molecules escaping from the solid. Because
saturation of the diffusion layer occurs far more rapidly than
does diffusion from it into the bulk solution, the entire process
proceeds no faster than the rate of drug diffusion. Several
methods can be used, however, to accelerate the dissolution
rate. Because the total surface area of the particles determines
the area available for diffusion, reducing the mean particle
size through the process of micronization promotes solubiliza-
tion. A decrease in particle size of 85% with a compensating
increase in particle number doubles the rate of dissolution.?’
Another useful approach is to manufacture drugs in the form
of water-soluble salts. The concentration of drug in the dis-
solution layer is enhanced (often by many times), and the rate
of diffusion is increased.

The dissolution process may be considered rate limiting
whenever a drug solution produces a systemic effect faster
than a solid formulation of the same agent does. Sometimes
discrepancies in absorption between dosage forms are of such
magnitude that clinical differences are noted. With aspirin,
the concentration of drug in the plasma 30 minutes after
administration can be twice as high for a solution as for a solid
tablet.?” Although it is unclear whether this difference results
solely from drug dissolution or from other factors, such as the
more rapid gastric emptying typical of liquids, dissolution is
probably at least partially responsible.

The influence of dosage form on drug absorption is often
taken advantage of by drug manufacturers. Some drugs (e.g.,
erythromycin) are unstable at a low pH, and others (e.g,
ammonium chloride) are irritating to the gastric mucosa. To
avoid release of these drugs within the stomach, they are often
prepared in the form of enteric-coated tablets. An enteric coat
consists of a film of shellac or some polymeric substitute. The
covering is insoluble under acidic conditions, but does break
down to permit tablet disintegration in the more alkaline
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environment of the small intestine. Although these prepara-
tions are often beneficial, their usefulness nevertheless is nega-
tively affected by an increased variability in patient response.
Because drug absorption cannot begin until the tablet passes
into the duodenum, the time required for gastric transit
becomes an important variable. The passage of a single insol-
uble tablet from the stomach into the intestine is a random
event that can take several minutes to more than 6 hours."”
Sustained-release preparations represent another method
of capitalizing on the influence of formulation on drug absorp-
tion. These products are usually designed to release a steady
amount of drug within the gastrointestinal tract for 12 to 24
hours. Some preparations also provide an initial loading dose
that is readily available for absorption. Sustained release may
be accomplished by using a porous matrix, with the drug
located in the interior spaces and on the external surface. An
alternative is to make spheres of drug that dissolve at different
rates because of various coatings. An intriguing form of
sustained-release tablet is the “elementary osmotic pump,” in
which the drug is enclosed in a semipermeable membrane that
lets water in, but restricts drug egress. Constant release through
a small hole in the membrane is achieved by the osmotic
pressure that builds up within the tablet as the drug is slowly
dissolved. Advantages claimed for these drug products include
greater patient compliance and smaller fluctuations in blood
concentration between dosages. Studies with some prepara-
tions have documented a greater variability in performance,
however, than is normally encountered with conventional
dosage forms. Because sustained-release products contain
several conventional doses of medication, a danger exists that
a too-rapid release of drug from these preparations might
cause unexpected toxic concentrations. Conversely, inordi-
nately slow or incomplete release could lead to inadequate
drug therapy. Uncertainty over the effects of these formula-
tions is recognized by the U.S. Food and Drug Administration
(FDA), which regards them as new drugs and requires that
efficacy and safety be shown before they can be marketed.
The sensitivity of gastrointestinal absorption to variations
in drug formulation is best exemplified by the concern over
bioavailability. In many instances, chemically identical drugs
have proved in the past to be biologically nonequivalent. In
one study of tetracycline hydrochloride, nine preparations of
different manufacture were compared with an aqueous solu-
tion of the same drug.®® Although seven brands produced
blood concentrations ranging from 70% to 100% of the refer-
ence solution, two products exhibited relative bioavailabilities
of only 20% to 30%. Differences in bioavailability are most
likely to be clinically important with drugs that are poorly

absorbed, have low margins of safety, and are inactivated by
capacity-limited processes. Since 1977, federal law has
required that bioequivalence testing be performed on all new
drugs, and the FDA has mandated such testing of existing
products for which a problem of nonequivalence is known to
exist. Bioavailability considerations related to drug selection
are considered further in Chapter 55.

Active transport

Most drugs intended for oral use are absorbed by passive dif-
fusion. Active transport systems do exist, however, for specific
dietary constituents that sometimes increase the absorption of
certain drugs. The absorption of levodopa and baclofen from
the intestine is enhanced because they are amino acid ana-
logues and actively transported into intestinal cells by the
large neutral amino acid transporter (LNAT, an SLC trans-
porter). Valacyclovir is likewise much better absorbed than is
its congener acyclovir because it is a substrate for PepT-1,
another SLC transporter.

Active transport mechanisms can also inhibit drug
absorption.*® P-glycoprotein is highly expressed along the
luminal surface of intestinal epithelial cells, where it exports
xenobiotics that would otherwise be absorbed. This function
is in concert with the “chemoimmunity defensive” role P-
glycoprotein plays in protecting cells from exposure to poten-
tially toxic compounds.*® Although P-glycoprotein may delay
the absorption of many drugs and prevent altogether the
uptake of pharmaceuticals of low absorptive potential, it is
probably of minor significance regarding the extent of absorp-
tion of most drugs intended for oral use, whose concentrations
in the chyme are sufficient to overwhelm the capacity of
P-glycoprotein to export them.*” Figure 2-7 depicts the active
transport of drugs into and out of intestinal cells and at other
important sites.

Drug inactivation

A shortcoming of oral ingestion is the inactivation of drugs
before they reach the systemic circulation. The destruction of
some agents (e.g., epinephrine and insulin) is sufficiently great
to preclude their administration by this route. With other
drugs (e.g., penicillin G), losses may be smaller, but still large
enough to make oral administration inefficient. Gastric acid
is one of the principal causes of drug breakdown within the
gastrointestinal tract, but degradation also results from enzy-
matic activity. Vasopressin, insulin, calcitonin, and other
polypeptides are subject to hydrolysis by pancreatic and intes-
tinal peptidases. Intestinal cells also contain intracellular

Rights were not granted to include this figure in electronic media.
Please refer to the printed publication.

FIGURE 2-7 Transepithelial or transendothelial transport of drugs across the liver (absorption), brain
capillaries (distribution), and liver and kidneys (elimination). ABC, ATP-binding cassette transporter;
SLC, solute carrier transporter. (Adapted from Giacomini KM, Sugiyama Y: Membrane transporters and
drug response. In Brunton LL, Lazo JS, Parker KL, editors: Goodman & Gilman'’s the pharmacological
basis of therapeutics, ed 11, New York, 2006, McGraw-Hill.)
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enzymes for metabolizing drugs. Of particular importance are
the presence of monoamine oxidase for the inactivation of
biogenic amines and the presence of CYP3A4/5 enzymes
(described later) for the oxidation of numerous compounds.
Enteric bacterial enzymes may also destroy certain ingested
agents, such as chlorpromazine. Finally, intestinal contents
can alter the effectiveness of many orally administered drugs.
Binding to constituents of chyme, chelation with divalent
cations, or formation of insoluble salts may decrease the
amount of drug available for absorption.

A special fate exists for substances that are successfully
absorbed from the gastrointestinal tract. The venous drainage
of the stomach, small intestine, and colon is routed by the
hepatic portal system to the liver. A first pass of high drug
concentration through this enzyme-laden organ can signifi-
cantly reduce the quantity of agent reaching the systemic
circulation. Lidocaine is metabolized so rapidly in the liver
that virtually all of an oral dose is destroyed during its first
pass. Although less pronounced, disparities in opioid analgesic
and antibiotic efficacies observed between the oral route and
other modes of administration are of clinical importance to
the practice of dentistry.

Other enteral routes

The oral and rectal mucosae are occasionally used as sites of
drug absorption. Sublingual administration, in which a tablet
or troche is allowed to dissolve completely in the oral cavity,
takes advantage of the permeability of the oral epithelium and
is the preferred route for a few potent lipophilic drugs, such
as nitroglycerin and oxytocin. The oral and intestinal mucosal
layers do not differ qualitatively as absorbing surfaces, and
comparable absorption has been shown for many agents.® One
reason for selecting the sublingual route is to avoid drug
destruction. Because gastric acid and intestinal and hepatic
enzymes are bypassed, sublingual absorption can be more
efficient overall for certain drugs than is intestinal uptake. The
onset of drug effect may also be quicker than with oral
ingestion.

Rectal administration may be used when other enteral
routes are precluded, as in an unconscious or nauseated
patient. Although a significant fraction of absorbed drug
enters the circulation without having to pass through the liver,
uptake is often unpredictable. Several drugs irritating to the
gastric mucosa (e.g., xanthines) may be given rectally; for
others, rectal sensitivity prohibits administration by this route.

Inhalation

The alveolar membrane is an important route of entry for some
drugs and many noxious substances. Although the alveolar
lining is highly permeable, it is accessible only to agents that
are in a gaseous state or are inhaled in sufficiently fine powders
or droplets to reach the deepest endings of the respiratory tree.
Gaseous agents include the therapeutic gases, carbon monox-
ide, the inhalation anesthetics, and numerous volatile organic
solvents. The second category of alveolar membrane pene-
trants is collectively known as aerosols. This term refers to
liquid or solid particles small enough (usually <10 ym in diam-
eter) to remain suspended in air for prolonged periods. Parti-
cles of this sort include bacteria, viruses, smoke, pollens,
sprays, and dusts. Any such finely divided material, when
inhaled, reaches some portion of the respiratory tree and
is affected by the processes of sedimentation and inertial pre-
cipitation. Most aerosols contain a mixture of particle sizes.
Relatively large particles (5 um) impact on the terminal
bronchioles and larger branches of the respiratory tree and are
removed from the lungs by a cilia-driven blanket of mucus
flowing continuously toward the pharynx. Smaller particles,
which do reach the alveolar sacs, can be absorbed through the
lining cells into the bloodstream, taken up by the process of

phagocytosis, or carried by an aqueous film covering the
alveolar cells to the terminal bronchioles where they join the
mucous blanket. Although two of these three possible fates
involve particle uptake, the mechanism for removing solids is
remarkably efficient. Only a minute portion of the inhaled
dusts of a lifetime fails to be removed by ciliary transport.

Therapeutic use of aerosols is not widespread, but some
emergency medications are prepared in this form. Because the
onset of effect is extremely rapid after inhalation of an aerosol
drug, this route can provide a means of quick self-medication
for individuals in danger of acute allergic reactions to venoms
or drugs. Epinephrine is one such emergency agent that is
marketed as an aerosol. Many respiratory drugs are also pre-
pared in aerosol form because they are highly effective by this
route while minimizing systemic exposure. The rapidity and
efficiency of alveolar membrane absorption can occasionally
pose problems for therapy, however, as illustrated by the use
of pressurized aerosols containing isoproterenol. Although
97% of an isoproterenol spray is swallowed under normal con-
ditions and inactivated by various enzymes, overmedication
can produce toxic effects. Data gathered over a 7-year period
in the United Kingdom suggested that the undisciplined use of
these preparations increased mortality in asthmatic patients.
Restriction of over-the-counter sales and warnings to physi-
cians were accompanied by a decline in mortality.”! Findings
such as these reflect the hazards of aerosols when abused and
provide a caveat for uncontrolled self-medication with any
potentially dangerous drug. Concern over aerosols is also
related to questions of toxicology, such as the absorption of
heavy metal dusts by industrial workers.

Parenteral Injection

Drugs are frequently given by parenteral injection when oral
ingestion is precluded by the patient’s condition, when a rapid
onset of effect is necessary, or when blood concentrations
greater than those obtainable with the enteral route are
required. The method of injection selected varies with the
particular drug and therapeutic need of the patient.

Intravenous route

The administration of drugs by infusion or injection directly
into the bloodstream is particularly useful when immediate
effects or exact blood concentrations are desired. Because
absorption is bypassed, intravenous injection circumvents the
delays and variations in drug response characteristically associ-
ated with other modes of administration. Rapid dilution in
the bloodstream and the relative insensitivity of the venous
endothelium to drugs often permit the successful administra-
tion of compounds or solutions too irritating for other routes
(e.g., alkylating anticancer drugs and hypertonic fluids). Also,
through the technique of titration, the intravenous route pro-
vides an avenue for the controlled administration of drugs that
have a very narrow margin of safety between therapeutic and
toxic concentrations. The infusion of lidocaine to prevent
ventricular arrhythmias and the incremental injection of anti-
anxiety drugs during intravenous sedation are two examples
in which titration is used to achieve a desired effect while
avoiding adverse reactions. Although many intravenous agents
do not require titration and may be given in standardized
doses, they should still be injected slowly. If administered too
quickly, a dose may move initially through the heart, lungs,
and major arteries as a bolus of high drug concentration.
Nonspecific but potentially disastrous cardiopulmonary side
effects may result, even from the rapid injection of simple salt
solutions. Most drugs should be administered over a period of
1 minute, which approximates the circulation time of blood
through the body. This procedure avoids high, transient con-
centrations and permits discontinuance if any untoward effect
is observed during the course of injection.
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A major disadvantage of the intravenous route is that,
once the drug is injected, very little can be done to remove it
from the bloodstream. When an adverse response is noted
with another route, further absorption usually can be delayed
or perhaps even prevented. Toxic reactions to drugs given
intravenously are often instantaneous and severe. Life-
threatening anaphylactic events are also more likely because
of the possibility of a massive antigen-antibody reaction.
Other complications of intravenous injection include vasculi-
tis and embolism (from drug irritation, particulate matter in
the injected solution, or needle trauma), fever (from injection
of pyrogens such as bacterial lipopolysaccharides), infection,
and hematoma formation. Finally, the accidental intra-arterial
injection of drugs (e.g., promethazine) intended for intrave-
nous use has led to arteriospasm, gangrene, and loss of limbs.

Intramuscular route
The intramuscular route is often selected for drugs that cannot
be given orally because of slow or erratic absorption, high
percentage of drug inactivation, or lack of patient cooperation.
The rate of absorption from an intramuscular site is governed
by the same factors influencing gastrointestinal uptake, such
as lipid/water partition coefficient, degree of ionization, and
molecular size. Many drugs are absorbed at approximately the
same rate, however, regardless of these factors. The only
barrier separating a drug deposited intramuscularly from the
bloodstream is the capillary endothelium, a multicellular
membrane with large intercellular gaps. Many lipid-insoluble
substances can enter the vascular compartment through these
gaps, and even proteins are capable of being absorbed. In these
circumstances, blood flow through the tissue is often the
primary determinant of the rate of drug absorption. Muscles
with high blood flows (e.g., deltoid) provide faster absorption
rates than muscles with lesser flows (e.g., gluteus maximus).
Generally, 5 to 30 minutes is required for the onset of drug
effect, but this latency period can be controlled to some
extent. Exercise markedly speeds absorption by stimulating
local circulation. Conversely, uptake may be minimized by the
application of ice packs or (in an emergency) tourniquets.
With the exception of a few drugs that are relatively
insoluble at tissue pH (e.g., diazepam, phenytoin), absorption
from an intramuscular injection is usually rapid and complete.
Formulations have been developed, though, to provide for
prolonged and steady drug release. These depot preparations
consist of drugs manufactured as insoluble salts or dispensed
in oil vehicles, or both, such as procaine penicillin suspended
in peanut oil. Relatively large volumes of solution may be
given by this route, but soreness at the injection site is fre-
quent, and some drugs (e.g., doxycycline) are too irritating to
be administered in this manner.

Subcutaneous route

Injection of drugs into the subcutaneous connective tissue is
a widely used method of administration for agents that can
be given in small volumes (<2 mL) and are not locally damag-
ing. Subcutaneous absorption is similar to that of resting
muscle, and onset times are often comparable. As with the
intramuscular route, absorption can be delayed by diminish-
ing blood flow, either through the application of pressure or
by surface cooling. Pharmacologic interruption of circulation
with vasoconstrictors is also a common strategy, especially in
local anesthesia. Because of the ease of subcutaneous implan-
tation, compressed pellets of drugs, sometimes mixed with
insoluble matrix material, can be inserted to provide nearly
constant drug release for weeks or months. Testosterone and
several progestational contraceptive agents (e.g, levonor-
gestrel) have been successfully administered by this approach.
Slow absorption also can be achieved through the use of depot
forms as described for intramuscular injections.

When subcutaneous administration is chosen for a sys-
temic effect, the hastening of drug absorption is sometimes
advantageous. Toward this end, warming the tissue promotes
drug uptake by improving local circulation. Massage of the
injection site, in addition to stimulating blood flow, helps
spread the drug and provides an increased surface area for
absorption. This latter effect can also be accomplished through
the coadministration of hyaluronidase, an enzyme that breaks
down the mucopolysaccharide matrix of connective tissue.
The lateral spread of aqueous solutions is so enhanced that
hyaluronidase is sometimes used to permit the injection of
large fluid volumes in situations in which continuous intrave-
nous infusion is difficult or impossible.

Other parenteral injection routes
Intra-arterial injections are occasionally performed when a
localized effect on a particular organ or area of the body is
desired. Injections of radiopaque dyes for diagnostic purposes
and antineoplastic agents to control localized tumors are the
most commonly encountered examples. Intrathecal adminis-
tration is used when the direct access of drug to the central
nervous system (CNS) is necessary. Indications for injection
into the subarachnoid space include the production of spinal
anesthesia with local anesthetics and the resolution of acute
CNS infections with antibiotics. The intraperitoneal infusion
of fluids is a useful substitute for hemodialysis in the treat-
ment of drug poisoning. Although intraperitoneal injection is
commonly used in animal experimentation, the risk of infec-
tion usually precludes such use in humans. Lastly, intraosse-
ous (anterior tibial) injection of emergency drugs can be used
when intravenous access cannot be obtained quickly.

All these specialized injection techniques are potentially
dangerous to the patient. They should be performed only when
expressly indicated and then only by qualified personnel.

Topical Application

Drugs are often applied to epithelial surfaces for local effects
and less frequently for systemic absorption. Penetration of
drugs across the epithelium is strongly influenced by the
degree of keratinization.

Skin

The epidermis is a highly modified tissue that isolates the
body from the external environment. The outer layer of skin
(stratum corneum) is densely packed with the protein keratin.
This layer is impervious to water and water-soluble drugs, and
its relative thickness and paucity of lipids in contrast to other
biologic membranes retards even the diffusion of strongly
lipophilic agents. The impermeable nature of skin to water-
soluble drugs often requires that agents (e.g., antibiotics, fun-
gicides) intended for dermatologic conditions be administered
by a systemic route despite the accessibility of the skin. For
lipid-soluble drugs, however, the percutaneous route is often
successful for local problems. Disruption of the keratinized
layer markedly enhances drug absorption, especially of hydro-
philic compounds. The underlying connective tissue (dermis)
is quite permeable to many solutes, although it differs from
most tissues in having an abundant supply of arteriovenous
shunts, which may cause systemic absorption to be particu-
larly sensitive to changes in temperature.

The general resistance of the intact skin to drugs does not
invalidate the need for caution when dealing with potentially
toxic chemicals. Sufficient documentation of epidermal
absorption of foreign substances has established that certain
compounds may readily penetrate the skin to cause systemic
effects. These drugs include organic solvents, organophos-
phate and nicotine-based insecticides, and some nerve gases.
Severe poisoning has also resulted from the excessive applica-
tion of sunburn creams containing local anesthetics. Even
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lipid-insoluble substances such as inorganic mercury can
diffuse across skin if exposure is prolonged.

The benefits of improving and sufficiently controlling
percutaneous absorption to make it a reliable route of drug
administration have prompted several strategies. A “transder-
mal therapeutic system” has been developed to provide
continuous systemic uptake of nitroglycerin, scopolamine,
fentanyl, and nicotine for prophylaxis of angina pectoris, pro-
phylaxis of motion sickness, management of chronic pain, and
assistance with smoking cessation. The system is a complex
patch that consists of an outer impermeable backing, a reser-
voir containing the drug in a suspended form, a semiperme-
able membrane, and an inner adhesive seal.

In the early 1960s, it was discovered that the industrial
solvent dimethyl sulfoxide promotes the percutaneous
absorption of water-soluble drugs. The potential of simplified
therapy for arthritic and other patients that this drug carrier
offered generated much enthusiasm. Subsequent reports of
adverse reactions in animals caused interest to wane, however,
until the late 1970s, when it was promoted as an effective
agent for the symptomatic relief of a wide variety of muscu-
loskeletal and collagen disorders. Although widely available as
an herbal remedy, dimethyl sulfoxide is currently approved
by the FDA only for the treatment of interstitial cystitis.

Another approach to improving drug penetration through
the epidermis is the use of occlusive dressings. These dressings
retain moisture and break down the horny layer through the
process of maceration. A final technique, iontophoresis, is
discussed subsequently.

Mucous membranes

The topical application of drugs to mucous membranes offers
several potential advantages for local therapy. The tissues can
often be visualized by the clinician, permitting accurate drug
placement. The use of this route generally minimizes systemic
effects while providing an optimal concentration of drug in
the area being treated. In contrast to the case with skin, drugs
have little trouble permeating mucous membranes to affect
localized conditions. Systemic absorption of lipophilic drugs
from mucous membranes readily occurs. Before this fact was
widely appreciated, the topical application of tetracaine to the
pharyngeal and tracheal mucosae was a leading cause of local
anesthetic overdosage. In dentistry, the use of corticosteroids
to ameliorate inflammatory conditions has also led to systemic
responses, such as the suppression of adrenocortical function
by triamcinolone. Although these effects are generally mild
and transient, they can create problems for patients with
hypertension, diabetes mellitus, or peptic ulcer. Local thera-
pies can also affect systemic health by serving as antigenic
stimulants and, in the case of antibiotics, by disturbing the
normal microbial ecology and promoting the emergence of
resistant microorganisms.

Drugs are sometimes applied mucosally for their systemic
effects. In addition to the previously discussed sublingual and
rectal routes of administration, the nasal mucosa offers a suit-
able avenue for the uptake of certain agents. Desmopressin,
used in the treatment of diabetes insipidus, and butorphanol,
a potent analgesic, are examples of drugs that can be given
intranasally.

Iontophoresis

Iontophoresis is the electric transport of positively or nega-
tively charged drugs across surface tissues. The technique
involves passing a direct electric current of appropriate polar-
ity through the drug solution and patient. Permeation of
mucous membranes, skin, and hard tissues is possible with
this approach, yet the total dose delivered is small, and sys-
temic toxicity is unlikely. In dental therapeutics, iontopho-
retic application of drugs has been used in several situations.
Loose deciduous teeth have been extracted successfully after

the iontophoretic administration of lidocaine with epineph-
rine for soft tissue anesthesia.’®* For the treatment of herpes
orolabialis, galvanic current increases the tissue concentration
of idoxuridine up to three times that obtainable with topical
application alone. Probably the most common use of ionto-
phoresis in dentistry is the promotion of F~ uptake into
exposed hypersensitive dentin. A 1% solution of sodium fluo-
ride administered in this manner produced better results than
did a 33% paste.’

DISTRIBUTION

Distribution refers to the movement of drugs throughout the
body. The rate, sequence, and extent of distribution depend
on many factors: the physicochemical properties of the drug,
cardiac output and regional blood flow, anatomic characteris-
tics of membranes, transmembrane electric and pH gradients,
binding to plasma proteins and tissue reservoirs, and carrier-
mediated transport. For all but the very few drugs that act
intravascularly, the capillary membrane constitutes the first
tissue barrier to be crossed in the journey of a drug from the
bloodstream to its site of action.

Capillary Penetration

After a drug gains access to the systemic circulation, it becomes
diluted by the plasma volume of the entire vascular com-
partment. For a compound administered intravenously, this
process requires only several minutes for completion; for drugs
given by other routes, intravascular distribution occurs concur-
rently with absorption. The transfer of drugs out of the blood-
stream is governed by the same factors that control its entrance.
Lipophilic drugs diffuse across the capillary membrane
extremely rapidly. The transfer is so expeditious that equilib-
rium with interstitial fluid is practically instantaneous. Under
these conditions, the rate of drug uptake is determined by the
blood flow through the tissue under consideration. Well-
perfused organs are saturated with drug long before many
other tissues have had a chance to reach even a fraction of the
equilibrium concentration. Water-soluble drugs diffuse
through gaps located between adjacent endothelial cells. With
these agents, transcapillary movement is slower than for drugs
that have high lipid/water partition coefficients and is inversely
proportional to molecular weight. As molecular size increases
beyond 20 kDa to 30 kDa, aqueous paracellular diffusion
ceases to be quantitatively important. Current evidence sug-
gests that caveolae-based transcellular movement takes over as
the primary transport method for large drugs. Convection may
also be important in vascular beds with large gaps between
endothelial cells, and assumes special prominence when
inflammatory signals cause paracellular pathways to widen.*

Entry of Drugs into Cells

As previously discussed, the cell membrane acts as a semiper-
meable barrier, admitting some drugs into the cell, while
excluding others. Nonpolar, lipid-soluble compounds distrib-
ute evenly across plasma membranes, but distribution of weak
electrolytes at equilibrium is more complex. The intracellular
pH is approximately 7.0, differing slightly from the 7.4 pH
of extracellular fluid. Acids with a pK, less than 8.0 tend to
remain outside the cell, whereas basic drugs with a pK, greater
than 6.0 tend to accumulate within. Because the concentra-
tion differential across the cell membrane based on a pH
gradient of 0.4 can equal 2.5:1, the acid-base status of a
patient can significantly affect the dose response of weak
electrolytes acting intracellularly. (The influence of pH on the
distribution of local anesthetics across nerve membranes is
described in Chapter 16.) Ions, unless very small in size
(molecular weights of <60 Da) or transported by membrane-
bound carriers, penetrate cell membranes with difficulty if at
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all. Charged drugs that do gain access to the cell by passive
diffusion are distributed at equilibrium according to their
electrochemical gradient across the membrane.

Restricted Distribution

In some tissues or organs, anatomic relationships and mem-
brane transporters sequester interstitial or transcellular fluids
from the general extracellular space and restrict intracellular
access to drugs. The most important examples for therapeu-
tics include the CNS and the fetal circulation.

Central nervous system

Entry of drugs into the CNS is unusually dependent on lipid
solubility. Most drugs with high lipid/water partition coeffi-
cients are taken up very quickly, as exemplified by the imme-
diate onset of general anesthesia after the intravenous injection
of thiopental. The rapid distribution of lipophilic drugs into
the brain and spinal cord arises from the fact that the CNS
receives approximately 15% of the cardiac output yet com-
poses only 2% of total body weight. Despite this favorable
blood supply, drugs that are sparingly lipid soluble are largely
excluded from the extracellular space of the brain. In contrast
to the capillaries of most tissues, the endothelial cells of the
CNS are joined together by tight junctions that limit the entry
of water-soluble drugs to those agents with an effective
molecular radius of 8 A or less. Relatively large molecules
(e.g., inulin, with a molecular weight of 5000 Da) that nor-
mally pass without difficulty into the interstitial space are
completely barred, and most other drugs dependent on para-
cellular pathways for penetration and weighing more than
100 Da to 200 Da are slowed considerably. A relative absence
of endocytosis/transcytosis is also notable in CNS capillaries.

A second impediment to the transfer of ions and other
water-soluble substances is the cellular sheath that surrounds
the capillaries of the brain. This investing layer is composed
of processes extending from connective tissue astrocytes.
Although the area of capillary surface coverage is incomplete,
it nevertheless is sufficient to retard the diffusion of all but
highly lipid-soluble compounds.

A third factor limiting access of drugs to the CNS is an
extensive collection of membrane transporters that efficiently
export drugs gaining entry into the endothelial cells (see
Figure 2-7). Exporters such as P-glycoprotein constitute the
only effective means of excluding toxic hydrophobic sub-
stances from the brain. Together, the modified capillary endo-
thelium, astrocytic sheath, and export carrier system constitute
the blood-brain barrier.

Drugs may also gain access to the CNS by way of the
choroid plexuses. Each choroid plexus is composed of a
network of small blood vessels and capillaries projecting into a
ventricular space and covered by a layer of epithelial cells
specifically adapted for the secretion of cerebrospinal fluid.
Diffusion of drugs across the choroid plexus epithelium and
into the cerebrospinal fluid is largely restricted to highly lipid-
soluble drugs, indicating the functionally analogous existence
of a barrier between blood and cerebrospinal fluid. The choroid
plexus and cerebrospinal fluid are actually more closely
involved with the removal of drugs from the CNS than with
their entry. Secreted into the third, fourth, and lateral ventri-
cles, the cerebrospinal fluid moves by bulk flow through the
ventriculocisternal system to bathe the surfaces of the brain
and spinal cord before exiting through the arachnoid villi.
Drugs present in the extracellular fluid of the CNS are free to
diffuse into the cerebrospinal fluid. Because the total quantity
of cerebrospinal fluid (150 mL) approximates the volume of
the interstitial space, and because it has a moderately fast
turnover rate (10% per hour), the removal of drugs by bulk
flow through the arachnoid villi can prevent an agent in the
brain from ever reaching equilibrium with the blood. The pres-
ence of several active transporters in the lining cells of the

choroid plexus also promotes the removal of many drugs from
the cerebrospinal fluid back into the systemic circulation.

The selective distribution of compounds into the CNS has
several important therapeutic ramifications. Some alkaloids
intended for peripheral nervous system effects may cause
central disturbances on entry into the brain. Conversion of
such drugs (e.g., scopolamine) to positively charged quater-
nary ammonium derivatives (e.g., methscopolamine) prevents
CNS influences yet allows essential peripheral nervous system
activity. Conversely, drugs used for their central effects may
benefit by molecular modifications that enhance their entry
into the brain. Lower total doses can be given and peripheral
effects minimized.

Sometimes the blood-brain barrier is a hindrance to
therapy. Penicillin G, a water-soluble organic acid with a pK,
of 2.6, diffuses slowly into the CNS and is subject to active
removal by the choroid plexus. For patients with bacterial
encephalitis, this lack of drug penetration can complicate
treatment. (Fortunately, capillary permeability in the brain
often increases during meningeal inflammation.) A clever
approach to circumventing the blood-brain barrier is embod-
ied in the treatment of parkinsonism. This condition is associ-
ated with a deficiency of dopamine within selected portions
of the brain. Replacement therapy with dopamine is ineffec-
tive, however, because the drug is excluded by the blood-
brain barrier. To avoid this problem, levodopa, the amino acid
precursor of dopamine, is used instead. Levodopa readily
enters the brain, where it is subsequently decarboxylated to
the active drug.

A more drastic and potentially dangerous method of
breaking through the blood-brain barrier is to disrupt it tem-
porarily by infusing hypertonic solution into the carotid
artery. An osmotically induced shrinkage of cerebrovascular
endothelial cells causes the tight junctions to pull apart and
permits the uptake of water-soluble drugs.** Other strategies
include attaching the drug to a carrier substance, or vector,
that is transported into the brain. Such vectors may consist of
naturally transported molecules or involve monoclonal anti-
bodies targeted for these molecules.”® Some peptide vectors
have been identified that promote transcytosis. Coupling of
drugs such as penicillin and doxorubicin greatly improves
their uptake across the blood-brain barrier. A final approach
to improving CNS uptake of medications is to inhibit com-
petitively active export. Inhibition of P-glycoprotein transport
has been shown to increase CNS concentrations of the anti-
cancer drug paclitaxel by up to 10-fold.?

Placental transfer

Obstetric delivery of conscious infants from anesthetized
mothers was previously misconstrued as evidence for a unique
placental barrier excluding even lipid-soluble drugs from the
fetus. It is now understood that such observations largely
result from the finite rate of drug transfer from the maternal
circulation to fetal tissues. Fetal blood vessels projecting into
sinuses filled with maternal blood are covered by a single
syncytium of cells called trophoblasts. The movement of drugs
across the placenta is limited by the trophoblastic membrane,
which is qualitatively similar to plasma membranes elsewhere.
Although trophoblasts are known to secrete amino acids and
other vital nutrients actively into the fetal circulation, the
entry of most drugs depends on passive diffusion across the
lipoid barrier. For highly lipophilic drugs such as thiopental,
distribution is retarded only by the rate of maternal blood flow
through the placenta and by peculiarities in the fetal circula-
tion that limit tissue perfusion. Even so, it has been calculated
that 40 minutes are required for fetal tissues to attain 90%
equilibration with a constant maternal arterial concentra-
tion.*! Limited by a sluggish transmembrane diffusion, the
transfer of water-soluble compounds is so inefficient that vir-
tually no drug from a single administration may gain access to
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FIGURE 2-8 Body water compartments. The membrane bar-
riers that separate plasma from interstitial fluid and interstitial
fluid from intracellular water are indicated by dashed lines.
The upper set of figures are the respective volumes for a 70-kg
man; the lower set are percentages of total body weight. Of
the drugs shown, A is restricted to the plasma, B is distributed
within the extracellular compartment (plasma + interstitial
fluid), and C is disseminated throughout the total body water.

the fetus. As in the CNS, P-glycoprotein located in the
trophoblastic plasma membrane facing the maternal blood
tends to prevent potentially dangerous substances from enter-
ing the fetal circulation. Nevertheless, even sparingly lipid-
soluble agents eventually accumulate in the fetus if
administered to the mother in multiple doses.

Concern over the placental transfer of drugs arises from
the possibility of inducing toxic manifestations in the newborn
and developmental defects in the embryo and fetus. These
topics are discussed further in Chapter 3.

Volume of Distribution

Drugs are not distributed equally throughout the body.
Although lipophilic substances tend to penetrate all tissue
compartments (provided that they have a modicum of water
solubility and are not actively ejected), hydrophilic com-
pounds are often disseminated more restrictively. The volume
of distribution (V4) is a useful indicator of how drugs are
dispersed among the various body compartments. In its sim-
plest form, the Vy is calculated from the equation V4 = Q/C,
where Q is the quantity of drug administered, and C is the
plasma concentration of the drug at equilibrium. The Vj is
the amount of water by which a particular dose would have
to be diluted to produce a given plasma concentration, assum-
ing that no drug has been lost through incomplete absorption
or by metabolism or excretion.

Evans blue dye is typical of the few drugs that are distrib-
uted only within the vascular space. Several minutes after an
intravenous injection, Evans blue becomes thoroughly mixed
within the blood, and a V4 of 3 L is obtained. This value
represents the total plasma volume of a 70-kg man of average
build. Most compounds pass readily from the vascular tree
into the interstitial compartment, however. At equilibrium,
these drugs are distributed in an extracellular volume of 12 L,
which includes the vascular and interstitial fluids. Ionic drugs
(e.g., aminoglycosides) are generally contained in this Vj.
Molecules that can freely penetrate all membranes are diluted
by the water of the entire body, approximately 41 L. Figure
2-8 depicts the major body fluid volumes, and Table 2-1
provides a list of agents with representative V4 values.

It is apparent from Table 2-1 that the V4 of many com-
pounds does not correspond to any definable anatomic
fluid compartment. Accepting that the measurements were
made correctly, and that problems in drug absorption and
elimination were successfully avoided, several explanations
remain for these results. The V, equation provides only an
apparent distribution, partly because it assumes that drugs
are evenly dispersed. To illustrate this point, Na* is present
in all body fluids (with an actual V4 of 41 L), but the appar-
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TABLE 2-1

Volumes of Distribution of Various Agents

CORRESPONDING FLUID

AGENT Vq(L) COMPARTMENT
Evans blue 3 Plasma water
lodine 131—albumin 3

Inulin 11

Mannitol 12 Extracellular water
Amoxicillin 15

Na* 18

Enalapril 40

Urea 41 Total body water
Lidocaine 77

Tetracycline 100

Atropine 120

Meperidine 300

Chlorpromazine 1500

Propofol 4000

Chloroquine 13,000

ent (calculated) V4 for Na* is only 18 L. This discrepancy
arises because Na* is actively but incompletely extruded
from intracellular water. Dissimilarities between true and
calculated V4 values based on unequal compartment concen-
trations arise whenever ions are distributed across electrically
polarized membranes, weak electrolytes are present in fluids
of different pH, or drugs are actively transported into or out
of a water space.

The enormous V4 values recorded for drugs such as pro-
pofol and chloroquine generally result from tissue binding.
The sequestration of compounds within cells or certain tissues
necessarily reduces the concentration of drug in the plasma,
leading to an abnormally high calculation of V4. (No drug can
have a true V4 >41 L in the typical adult.) Plasma protein
binding can also affect V4 determinations. Because the total
drug in plasma is usually measured, binding artificially inflates
the drug concentration and depresses V4. If free drug is mea-
sured, significant binding by plasma proteins has the same
effect as binding at extravascular sites.

Drug Binding and Storage

The sojourn of drugs in the body is considerably influenced
by binding to proteins and other tissue components. Reducing
the concentration of free solute causes a decrease in the rate
of passage across membrane barriers and may alter drug dis-



CHAPTER 2 ® Pharmacokinetics: The Absorption, Distribution, and Fate of Drugs 29
TABLE 2-2
Distribution of Drugs into Saliva
SALIVA/PLASMA RATIOf
DRUG L* PROTEIN BINDING (%) pK. RESTING STIMULATION
Quinidine 3000 89 8.8(b) 3.1 13
Sulfamerazine 0.4 88 7.1(a) 0.69 0.55
Diazepam 820 99 3.3(b) 1.0 1.0
Ethanol 0.5 0 — 1.0 1.0

Adapted from Feller K, le Petit G: On the distribution of drugs in saliva and blood plasma, Int J Clin Pharmacol Biopharm 15:468-469, 1977.

*Lipid/water partition coefficient (n-octanol as the lipid).
fRefers to the unbound drug.
a, Acid; b, base.

tribution at equilibrium, as reflected in V4 determinations.
Drug sequestration can also affect the processes of absorption,
metabolism, and elimination.

Plasma protein binding
Numerous drugs become associated with plasma proteins,
especially albumin. The predominant protein in plasma,
albumin contains roughly 200 ionized functional groups per
molecule and has the capacity to bind many different sub-
stances concurrently. A second plasma protein, o,-acid glyco-
protein (also known as orosomucoid), is a major “acceptor” of
basic, or cationic, agents. Transcortin (which is specific for
corticosteroids and a few other agents), other globulins, and
various lipoproteins play more limited roles in drug binding.
The reversible attachment of drugs to plasma proteins is
reminiscent of drug-receptor combinations in that the reac-
tion obeys the law of mass action, as follows:

Drug + Protein = Drug-protein complex

This binding is capacity limited because the number of binding
sites is finite. At concentrations less than the binding dissocia-
tion constant, the fraction bound is a fixed value; at concentra-
tions greater than the dissociation constant, the fraction of
drug bound varies inversely with the drug concentration.
Clinically, the percentage of bound drug usually does not
change over the dosage ranges used clinically, and assigning
most drugs a fixed value is permissible (e.g., 99% for diaze-
pam; Table 2-2). Drugs differ tremendously in their affinity
for plasma proteins; the percentage of binding of individual
agents ranges from 0% to 100%.

The binding of agents within the vascular compartment
reduces the concentration gradient of free drug across the
capillary membrane and slows egress from the plasma into the
extravascular space. As free molecules leave the circulation,
a portion of the bound drug dissociates according to the law
of mass action and becomes available for further transport.
The rate but not the extent of distribution is generally altered
by plasma protein binding. There are exceptions. The attach-
ment of Evans blue is so tight that the compound is retained
virtually in toto within the bloodstream. For a drug that is
95% bound in plasma, a little more than half of the total dose
would remain intravascular, assuming that the agent is not
sequestered elsewhere. Drugs that are extensively but revers-
ibly bound to plasma proteins generally bind to tissue ele-
ments as well, however, decreasing the fraction of drug in the
plasma to less than one third the total even in the most
extreme cases. Contributing to extravascular binding is the
fact that approximately 60% of the body’s total albumin is
extravascular, with about 4% of the total albumin content
exchanging between the two compartments every hour.

The reversibility of binding causes the plasma proteins to
act as a drug reservoir. Agents must occasionally be adminis-
tered in large loading doses to saturate binding sites as a
prelude to achieving therapeutic concentrations at the site of
action. When accommodated, reservoirs of bound drug can
provide certain benefits. Fluctuations in drug concentration
resulting from intermittent dosage schedules may be kept to
a minimum. As the dose is absorbed, a portion becomes
bound, only to be released later as metabolism and excretion
reduce free drug titers. Also, drug binding often prolongs
the duration of action, which may permit administrations
to be spaced more conveniently than would otherwise be
possible.

Glomerular filtration and passive hepatic uptake involve
only free drug; significant binding may depress the metabolism
and excretion of drugs. When compounds are actively or
otherwise rapidly taken up by organs of elimination, however,
the instantaneous reversibility of binding can lead to a faster-
than-normal elimination rate. Penicillin G is secreted into the
urine so efficiently that blood flowing through the kidney is
almost completely cleared of the antibiotic in a single pass.
Because albumin binding presents the kidney with more total
drug per unit time, secretion is quicker than would be the case
if the drug were more evenly distributed throughout the body.

Two potential clinical concerns related to plasma protein
binding involve patient variability in binding efficacy and the
possibility for drug interaction. Differences in drug binding
affect the concentration of free drug within the bloodstream
and may lead to insufficient therapy on the one hand and
overdosage on the other. The unusual susceptibility to diaz-
epam exhibited by patients with hypoalbuminemia should be
considered when the drug is used for intravenous sedation.®
Inasmuch as the attachment of drugs to plasma proteins is
generally less selective than are drug-receptor associations,
competition between drugs for binding sites is relatively
common. Such interactions may reach clinical significance,
however, only when the drugs are highly bound, are admin-
istered in large doses, and have a narrow margin of safety or
a small V.

Tissue binding

As previously mentioned, drugs capable of associating with
plasma proteins are also likely to bind to tissue constituents.
Such binding does not impede the movement of drugs out of
the bloodstream, but it does slow the rate of elimination. By
virtue of its aggregate size, muscle tissue is a significant reser-
voir for many drugs. Fat is also quantitatively important, espe-
cially for highly lipid-soluble compounds. Although uptake
into fat is limited by a parsimonious blood supply, adipose
tissue constitutes 10% to more than 50% of total body weight,
and most of an administered dose of a lipophilic drug may
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accumulate in fat over the course of several hours. Certain
tissues display unusual affinities for particular drugs. The anti-
malarial agents chloroquine and quinacrine are heavily con-
centrated in the liver. Guanethidine and other quaternary
ammonium compounds adhere to negatively charged residues
in mucous secretions of the gastrointestinal tract.

The attachment of drugs to drug receptors warrants
special comment. Important in the pharmacologic sense, the
contribution of drug-receptor interactions to the total amount
of binding is usually quite small. When distribution through-
out the body and the various types of sequestration are con-
sidered, the percentage of drug administered that actually
reaches its receptor to evoke a response is quantitatively
negligible.

Storage

The association between drugs and tissue elements is some-
times so stable that discussing such binding in terms of storage
is appropriate. When drugs are stored, they are not readily
available for release and generally do not prolong the duration
of action. Some of the most common examples of storage
involve mineralized tissues and fat. Bone-seeking ions such as
F and lead, and Ca** chelators such as the tetracyclines, may
be deposited with bone salts during mineralization or become
associated with existing hydroxyapatite crystals. Essentially in
an insoluble state, these substances are difficult or impossible
to remove completely. Bone and tooth mineralization may
benefit from appropriate concentrations of F~, but most drug-
induced alterations are detrimental. In the case of radioactive
metals (e.g., strontium 90), storage in bone can lead to the
development of leukemia, osteogenic sarcoma, and other
forms of neoplasia. Zoledronic acid is exceptional in that
storage in bone does lead to an extended duration of action.
Given once a year for the treatment of postmenopausal osteo-
porosis, zoledronic acid is taken up by new bone formed
during remodeling and is sequestered. Later, as osteoclasts
restart bone turnover in the same area, zoledronic acid is
released to inhibit further activity.

Several general anesthetics (e.g., sevoflurane) and some
lipophilic insecticides (e.g., chlorophenothane, otherwise
known as DDT) are commonly sequestered in fat. Although
not usually dangerous when stored, the slow release of these
substances has been linked to various health problems.3'*!
Plasma proteins are generally not associated with drug storage,
yet the now-obsolete radiocontrast medium 3-hydroxy-2,4,6-
triiodo-0-ethylhydrocinnamic acid exhibited a binding half-
life (t,; in this case, the time required for half of the bound
drug to dissociate from albumin) of approximately 2.5 years.

Redistribution

Strongly lipophilic drugs, especially when administered intra-
venously in bolus form, characteristically go through several
phases of distribution: an initial transfer into vessel-rich organs
(brain, heart, kidneys, liver, and lungs) followed by progres-
sive redistribution to less highly vascularized tissues (muscle,
skin, and eventually fat). When the target organ of a drug
happens to have a high blood flow per unit mass, redistribu-
tion can result in the abrupt termination of drug effect. Thio-
pental has been extensively studied in this regard (Figure
2-9).3 The onset of anesthesia with thiopental is almost
instantaneous; however, consciousness is lost only temporar-
ily, and the patient normally awakens in approximately 15
minutes. The quick onset and brief duration of thiopental
reflect the rapidity by which the agent equilibrates between
the blood and the CNS. Soon after a peak brain titer is
reached (in 30 to 90 seconds), the concentration begins to
decrease as thiopental continues to be absorbed by the rela-
tively large mass of muscle. Consciousness returns at about
the same time muscle reaches equilibrium with the blood.
Thereafter, the brain and muscle concentrations parallel the
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FIGURE 2-9 Redistribution of thiopental. VRG, Vessel-rich
group tissues, including the brain, heart, lungs, kidneys, and liver.
(Redrawn from Saidman LJ: Uptake, distribution and elimination
of barbiturates. In Eger E II, editor: Anesthetic uptake and action,
Baltimore, 1974, Williams & Wilkins.)

plasma decay curve as the drug slowly passes into adipose
tissue. With a metabolic ty, of approximately 10 hours,
thiopental would be a relatively long-acting drug if not for
redistribution. When repetitive injections saturate the fat
reservoir, thiopental assumes the characteristics of a long-
duration anesthetic.

Saliva
The transfer of drugs into saliva can be thought of as a form
of redistribution because the drugs regain access to the sys-
temic circulation after the saliva is swallowed. Although not
involved in drug elimination, the entry of agents into the saliva
is of pharmacologic interest in two other respects. First, drugs
gaining access to the oral environment from the systemic
circulation can affect microorganisms or tissue surfaces within
the mouth. Although these influences are usually undesirable,
a drug developed for a local effect, such as caries prevention,
could conceivably be administered systemically to achieve a
sustained therapeutic concentration in the saliva, while obvi-
ating the necessity of intraoral application. The second phar-
macologic interest in saliva stems from the fact that salivary
drug determinations can provide a noninvasive measure of the
free plasma concentration of drugs. Because the free drug
concentration in plasma is normally the primary determinant
of patient response, the benefit of salivary drug quantitation
to therapeutics is potentially great. Clinical studies have docu-
mented a complex relationship between plasma and salivary
drug titers that must be fully understood before salivary moni-
toring can be successfully used.**®

Drugs may enter the oral fluids from several sources: (1)
passive diffusion across the alveolar and ductal cells of salivary
glands, (2) active transport into saliva, (3) passive diffusion
across the oral epithelium, and (4) bulk flow of fluid from the
gingival crevice. Of these avenues, the first is the most impor-
tant, and the fourth is the least important (except for drugs
that cannot gain entry by either of the other routes). As shown
in Table 2-2, the salivary concentration of a drug is influenced
by many factors.!! Agents that are relatively lipid soluble (e.g.,
diazepam) or very small in size (e.g., ethanol) normally
encounter little difficulty in equilibrating with saliva. Because
only the unbound portion of a drug is involved in distribution
across membranes, and the salivary compartment is quite
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small with respect to the total intravascular space, protein
binding does not affect the saliva/plasma ratio of the free drug
(e.g., diazepam and acetaminophen). Regarding weak electro-
lytes, the disparity in pH between the plasma and the more
acidic saliva results in the concentration of bases with a pK,
greater than 5.5 in saliva (e.g., quinidine) and an opposite
effect on acids with a pK, less than 8.5 (e.g., sulfamerazine).
Finally, the rate of salivary flow can alter intraoral concentra-
tions in at least two ways. Increased salivary production may
outpace the diffusion rate of drugs with moderate to low lipid
solubility (e.g., acetaminophen), reducing the saliva/plasma
ratio. Additionally, the pH of stimulated saliva tends to
approach 7.4, eliminating the unequal distribution of drugs
based on pH (e.g., quinidine). With some weak acids, these
two influences on drug concentration may tend to cancel each
other out (e.g., sulfamerazine).

Active transport is a wild card with respect to predicting
drug entry into saliva based on physicochemical characteris-
tics. Digoxin is actively secreted into saliva by P-glycoprotein,
effectively doubling the expected saliva/plasma ratio of 1/1
for a neutral drug with good lipid solubility. Coadministration
of P-glycoprotein inhibitors significantly reduces the saliva/
plasma ratio, as do polymorphisms that alter P-glycoprotein
activity.’

METABOLISM

Metabolism is a major pathway for the termination of phar-
macologic effects of drugs, and is often a prerequisite for the
excretion of lipid-soluble chemicals. From an evolutionary
standpoint, mechanisms for the biotransformation of lipo-
philic substances to compounds with reduced lipid/water par-
tition coefficients seem necessary for terrestrial vertebrate life.
The constraint imposed on land animals to eliminate waste
products in limited volumes of water precludes the excretion
of drugs with high lipid solubility. In humans, the kidney
represents the major pathway for drug excretion. All drugs
that exist free in the plasma are present in the glomerular
filtrate. Polar compounds tend to remain within the renal
tubule during the resorptive phase of urine formation, whereas
lipophilic chemicals diffuse back into the systemic circulation.
Because the urinary concentration of a lipid-soluble nonelec-
trolyte should theoretically equal the free plasma titer, the
rate of renal excretion (given a normal urinary output of 1 L/
day to 1.5 L/day) is small for a drug having a reasonably large
Vq4. Creatures in an aquatic habitat have little difficulty in
eliminating lipophilic chemicals, however. Substances with a
high lipid/water partition coefficient readily diffuse across the
gill membrane and are lost to the surrounding water. The
highly developed enzyme systems for metabolizing drugs in
terrestrial species are often absent in marine and freshwater
organisms.

Historically, the term detoxification was used in reference
to drug metabolism. Although many compounds are rendered
pharmacologically inert by metabolic attack, this is not always
the case. Numerous drugs yield metabolites with full or partial
activity, and some provide derivatives with novel or highly
toxic drug effects. An increasing number of agents require
chemical activation to be of therapeutic benefit (e.g., cyclo-
phosphamide, mercaptopurine, methyldopa, and sulindac).
The best generalization that can be drawn concerning drug
metabolism is that agents are eventually converted to polar,
relatively lipid-insoluble compounds that are susceptible to
renal or biliary excretion or both.

Drug metabolism can be categorized according to the
types of reactions involved and where they occur. Nonsyn-
thetic reactions include the various transformations of molec-
ular structure: oxidation, reduction, and hydrolysis. These
events are also called phase I reactions because they often

represent the initial stage of biotransformation. A common
outcome of phase I reactions is the addition or uncovering of
one or more functional groups: —COOH, —NH,, —O,
—OH, or —SH. Synthetic, or phase II, reactions consist of
the conjugation of drugs or their metabolites with functional
groups provided by endogenous cofactors. Drugs may be
metabolized by virtually any organ of the body, but quantita-
tively the most important enzyme systems for the biotrans-
formation of exogenous substances are located in the liver.

Hepatic Microsomal Metabolism

Each hepatocyte contains an extensive network of smooth
endoplasmic reticulum that catalyzes the metabolism of
various endogenous chemicals (e.g., bilirubin, thyroxine, and
steroids). Studies of fragmented reticular elements isolated
along with other membrane structures in the form of micro-
somes have shown that numerous drugs are also chemically
altered by enzymes located within this subcellular organelle.
The greatest number of reactions involve oxidation; however,
reduction, hydrolysis, and conjugation with glucuronic acid
also occur.

Oxidation

The oxidation of drugs results in compounds that tend to be
more polar, relatively more hydrophilic, and less likely to
penetrate cells and bind to tissue elements. Microsomal oxida-
tions are catalyzed by a set of mixed-function oxidases, so
named because one atom of an oxygen dimer is incorporated
into the drug, while the other is converted to water through
the addition of two hydrogen atoms. Of particular significance
to microsomal oxidation is the component that actually binds
the drug during metabolism, cytochrome P450 (CYP). This
hemoprotein—actually a group of closely related isoenzymes—
was designated P450 because of its absorption peak at 450 A
when combined in the reduced state with carbon monoxide.
Approximately 18 distinct CYP families, encoded in 57 genes,
have been identified in humans®’; the major enzymes involved
in drug metabolism are shown in Figure 2-10."°

In aggregate, the CYP superfamily constitutes up to 20%
of the total protein content of liver microsomes. It acts as the
terminal acceptor of electrons in a transport chain that also
includes the reduced coenzyme nicotinamide adenine dinu-
cleotide phosphate (NADPH) and the flavoprotein NADPH-
cytochrome P450 oxidoreductase (Figure 2-11). A unique
ability of the CYP enzymes is their collective capacity to react
with a diverse array of chemicals. The only identified require-
ment for microsomal oxidation is that the drug sufficiently
penetrate the cell membranes to reach the hemoprotein.
Table 2-3 lists the major CYP enzymes in humans along with
some drugs that are metabolized by them, and drugs that can
inhibit or induce their activities.

The general pathway for oxidation of drugs by the hepatic
microsomal enzyme system is depicted in Figure 2-12. The
drug initially attaches to an oxidized (Fe***) CYP enzyme.
This complex accepts an electron from the flavoprotein-
catalyzed oxidation of NADPH. A ternary structure is pro-
duced next by the inclusion of molecular oxygen; the addition
of a second electron and subsequently two protons causes the
complex to break down, yielding the CYP enzyme, a water
molecule, and the oxidized drug.

Some microsomal oxidations are carried out by a second
superfamily of enzymes: the flavine monooxygenases (FMOs).
The substrates for these enzymes contain nucleophilic atoms
(nitrogen, sulfur, phosphorus, and selenium); they include
such common drugs as nicotine and cimetidine. The products
of oxidation are similar to those produced by the CYP enzymes
except that reactive intermediates are rarely produced by
FMOs. Because many drugs may be substrates for both
enzyme superfamilies, the exact contribution made by each
catalytic pathway is generally unknown for these agents.
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FIGURE 2-10 Major enzymes involved in drug metabolism. The percentage of phase I and phase II
metabolism of drugs contributed by each enzyme is represented by the relative size of each section of
the corresponding chart. ADH, Alcohol dehydrogenase; ALDH, aldehyde dehydrogenase; CYF, cyto-
chrome P450; DPD, dihydropyrimidine dehydrogenase; NQOI, NAD(P)H:quinone oxidoreductase
(or DT diaphorase); COMT, catechol-O-methyl transferase; GST, glutathione-S-transferase;
HMT, histamine methyltransferase; NAT, N-acetyltransferase; STs, sulfotransferases; TPMT, thiopurine
methyltransferase; UGTs, uridine diphosphate glucuronosyltransferases. (Adapted from Evans WE,
Relling MV: Pharmacogenomics: translating functional genomics into rational therapeutics, Science
286:487-491, 1999.)

Rights were not granted to include this figure in electronic media.
Please refer to the printed publication.

FIGURE 2-11 Location of cytochrome P450 (CYP) in the endoplasmic reticulum (ER). The figure shows
increasingly microscopic levels of detail, sequentially expanding the areas within each black box. CYPs
are mostly embedded in the cytoplasmic surface of the ER membrane. A second enzyme, NADPH-
cytochrome P450 oxidoreductase, transfers electrons to CYP, where it can, in the presence of molecular
oxygen, oxidize xenobiotic substrates, many of which are hydrophobic and dissolved in the ER. A single
oxidoreductase species transfers electrons to all CYP isoforms in the ER. Each CYP contains an iron-
protoporphyrin ring that binds and activates the oxygen. Substitutions on the ring are methyl (M),
propionyl (P), and vinyl (V) groups. (From Gonzalez FJ, Tukey RH: Drug metabolism. In Brunton LL,
Lazo JS, Parker KL, editors: Goodman & Gilman's the pharmacological basis of therapeutics, ed 11,
New York, 2006, McGraw-Hill.)
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TABLE 2-3

Major Cytochrome P450 Enzymes and Representative Substrates, Inhibitors, and Inducers

CYP SUBSTRATES INHIBITORS INDUCERS
1A1/2 Acetaminophen, amitriptyline, caffeine, clozapine, Amiodarone, cimetidine, Benzo[a]pyrene, broccoli,
estradiol, haloperidol, imipramine, mexiletine, ciprofloxacin, clarithromycin, chargrilled meat, modafinil,
naproxen, ondansetron, propranolol, ropivacaine, erythromycin, grapefruit juice, nafcillin, omeprazole, rifampin
tamoxifen, theophylline, R-warfarin, zileuton insulin, ticlopidine
2A6 Acetaminophen, halothane, nicotine, nitrosamines, Azole antifungals, pilocarpine, Barbiturates, dexamethasone,
valproic acid tranylcypromine rifampin
2B6 Bupropion, cyclophosphamide, ifosfamide, Amlodipine, methimazole, Barbiturates, dihydropyridines,
methadone thiotepa, tretinoin ifosfamide, lovastatin, rifampin
2C8/9 Amitriptyline, celecoxib, fluoxetine, fluvastatin, Amiodarone, azole antifungals, Barbiturates, dihydropyridines,
losartan, nonsteroidal anti-inflammatory drugs, fluvastatin, lovastatin, ifosfamide, rifampin
oral hypoglycemics, phenobarbital, phenytoin, metronidazole, paroxetine,
sulfaphenazole, S-warfarin, tamoxifen ritonavir, sertraline,
trimethoprim, zafirlukast
2C18/19  Amitriptyline, citalopram, diazepam, indomethacin, ~ Chloramphenicol, cimetidine, Aspirin, barbiturates,
naproxen, phenobarbital, phenytoin, primidone, fluoxetine, fluvoxamine, carbamazepine, norethindrone,
progesterone, propranolol, proton pump ketoconazole, modafinil, rifampin
inhibitors omeprazole, paroxetine,
ticlopidine, topiramate
2D6 Amphetamine, B-adrenergic blockers, Amiodarone, antipsychotics, Dexamethasone, rifampin
chlorpheniramine, clomipramine, clozapine, celecoxib, cimetidine, cocaine,
codeine, dextromethorphan, encainide, fluoxetine, methadone,
flecainide, fluoxetine, haloperidol, hydrocodone, metoclopramide, paroxetine,
metoclopramide, mexiletine, ondansetron, quinidine, ritonavir, sertraline,
oxycodone, paroxetine, propoxyphene, terbinafine, ticlopidine,
risperidone, selegiline, thioridazine, tramadol, venlafaxine
tricyclic antidepressants, venlafaxine
2E1 Acetaminophen, ethanol, sildendfil, theophylline, Disulfiram, propofol, tricyclic Colchicine, ethanol, isoniazid,
volatile inhalation anesthetics antidepressants tretinoin
3A4/5/7  Acetaminophen, alfentanil, alprazolam, Amiodarone, atazanavir, Barbiturates, carbamazepine,

amiodarone, atorvastatin, buspirone,
chlorpheniramine, cocaine, cortisol, cyclosporine,
dapsone, diazepam, dihydroergotamine,
dihydropyridines, diltiazem, dronabinol, ethinyl
estradiol, fentanyl, indinavir, lidocaine,
lovastatin, macrolides, methadone, miconazole,
midazolam, mifepristone, modafinil,
ondansetron, paclitaxel, progesterone, quinidine,
ritonavir, saquinavir, sildendafil, spironolactone,
sufentanil, sulfamethoxazole, tacrolimus,
tamoxifen, testosterone, trazodone, triazolam,
verapamil, zaleplon, zolpidem

chloramphenicol, cimetidine,
ciprofloxacin, clarithromycin,
dihydroergotamine, diltiazem,
doxycycline, erythromycin,
felodipine, fluoxetine,
fluvoxamine, glucocorticoids,
grapefruit juice, HIV antivirals,
itraconazole, ketoconazole,
nefazodone, sildendfil,
verapamil

glucocorticoids, ifosfamide,
modafinil, nevirapine,
phenytoin, rifampin, St. John’s
wort, troleandomycin

HIV, Human immunodeficiency virus.

The oxidation of a drug may lead to several different
derivatives. Oxygen may be incorporated in the form of
an alcohol, aldehyde, epoxide, ketone, or carboxylic acid in
such structures as aliphatic residues, aromatic rings, amino
groups, and sulfur moieties. Oxygen may also replace a sulfur
atom (desulfuration) or an amino group (deamination), or it
may not appear in the metabolite at all but become attached
to a hydrocarbon unit released during the dealkylation of
nitrogen, oxygen, or sulfur. The various types of microsomal
oxidations are reviewed along with other phase I reactions in
Table 2-4.

Reduction

The microsomal reduction of drugs is limited to molecules
with nitro or carbonyl groups or azo linkages. Similar reac-
tions may also be mediated by nonmicrosomal enzymes of the
body, but most reductions of this variety seem to result pri-
marily from the action of enteric bacteria. When reduction

occurs at one site in a molecule, oxidation usually takes place
elsewhere, and the final product is more polar despite the
initial addition of hydrogen atoms.

Hydrolysis

The hydrolysis of ester or amide compounds resulting in the
production of two smaller entities, each with a polar end,
occasionally depends on microsomal enzymes. The hydrolysis
of the ester meperidine and the cleavage of amide local anes-
thetics and their oxidized metabolites are two important
examples of microsomal hydrolysis. Epoxide hydrolase,
responsible for the biotransformation of highly reactive and
toxic intermediates formed during microsomal oxidation reac-
tions, yields inactive dihydrodiol products.

Dehalogenation
Various compounds, such as chlorophenothane and some vola-
tile general anesthetics (e.g., halothane and sevoflurane), are
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FIGURE 2-12 Microsomal oxidation. Free drug enters the cycle (upper right) and is complexed in the
presence of phosphatidylcholine (PC) to CYP with its heme in the oxidized (Fe***) state. The Fe™" is
reduced (Fe**) by an electron (¢7) generated in the oxidation of NADPH to NADP* by the enzyme
NADPH-cytochrome P450 oxidoreductase (CYP reductase, upper left). The reduced complex absorbs
molecular oxygen (O,, lower middle). Addition of a second e and two protons (2H", lower right) results
in the generation of one molecule of water (H,O), oxidation of the drug (hydroxylation in this case),
and oxidation of Fe** to Fe***. The cycle is complete with release of the oxidized drug. (Adapted from
Markey SP: Pathways of drug metabolism. In Atkinson AJ Jr, Abernethy DR, Daniels CE et al, editors:
Principles of clinical pharmacology, ed 2, Amsterdam, 2007, Elsevier.)

dehalogenated by microsomal enzymes. The reactions are
complex, may involve both oxidative and reductive steps, and
may result in the formation of potentially toxic metabolites.*!

Glucuronide conjugation

The combination of compounds with glucuronic acid is the
only phase II reaction catalyzed by microsomal enzymes (in
this case, by a group of glucuronosyltransferases). Originally
derived from glucose, glucuronic acid is transferred from its
donor, uridine diphosphate, to an appropriate reactive center
on the drug molecule (Table 2-5). The glucuronide conjugate
produced is excreted, often with the help of active secretion,
into the bile or urine (see Figure 2-7). In contrast to many
phase I reactions, conjugation with glucuronic acid almost
invariably results in a total loss of pharmacologic activity. An
important exception to this rule is morphine-6-glucuronide,
which is 100 times more potent than morphine as an analgesic
when injected into the CNS.** Some glucuronides excreted in
the bile are subject to hydrolysis by bacterial and intestinal
B-glucuronidase enzymes. If it has sufficient lipid solubility,
the released drug may be absorbed again. Glucuronidation is
a quantitatively significant metabolic pathway for many drugs
and their metabolites; for agents such as morphine, it repre-
sents the primary mode of metabolism.

Nonmicrosomal Metabolism

The pattern of drug metabolism mediated by nonmicrosomal
enzymes is considerably different from that of the microsomal
system. Although important, the liver is not always predomi-
nant in nonmicrosomal biotransformations. The various major
types of nonsynthetic reactions already described take place,

but their relative frequencies of occurrence are dissimilar.
Generally, drugs must resemble natural substrates to be
metabolized by most nonmicrosomal enzymes; the spectacu-
lar lack of specificity displayed in microsomal oxidation has
no counterpart here. Although cytosolic enzymes are most
commonly involved, enzymes associated with the nucleus,
mitochondria, and plasma membrane also play limited roles.
Plasma esterase is an important example of an extracellular
enzyme involved in drug metabolism.

Oxidation

Nonmicrosomal enzymes are responsible for the oxidation of
numerous compounds. Selected alcohols and aldehydes are
oxidized by dehydrogenases present in the cytosol of the liver.
Other oxidation reactions include the oxidative deamination
of drugs such as tyramine and phenylephrine by mitochon-
drial enzymes found in the liver, kidneys, and other organs,
and the hydroxylation of the purine derivatives theophylline
and allopurinol by xanthine oxidase.

Reduction

Nonmicrosomal enzymes promote the hydrogenation of
double bonds and, through a reversal of the normal dehydro-
genase pathway, the removal of oxygen ato